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Abstract
Robots are becoming more available for workplace collaboration, but many questions remain. Are people actually willing to 
assign collaborative tasks to robots? And if so, exactly which tasks will they assign to what kinds of robots? Here we leverage 
psychological theories on person-job fit and mind perception to investigate task assignment in human–robot collaborative 
work. We propose that people will assign robots to jobs based on their “perceived mind,” and also that people will show 
predictable social biases in their collaboration decisions. In this study, participants performed an arithmetic (i.e., calculat-
ing differences) and a social (i.e., judging emotional states) task, either alone or by collaborating with one of two robots: an 
emotionally capable robot or an emotionally incapable robot. Decisions to collaborate (i.e., to assign the robots to generate 
the answer) rates were high across all trials, especially for tasks that participants found challenging (i.e., the arithmetic task). 
Collaboration was predicted by perceived robot-task fit, such that the emotional robot was assigned the social task. Interest-
ingly, the arithmetic task was assigned more to the emotionally incapable robot, despite the emotionally capable robot being 
equally capable of computation. This is consistent with social biases (e.g., gender bias) in mind perception and person-job 
fit. The theoretical and practical implications of this work for HRI are being discussed.

Keywords Anthropomorphic robots · Human-likeness · Social robots · Trust · Human–robot interaction

1 Introduction

Collaboration (i.e., offloading parts of one’s own task to oth-
ers) is a driving force of success and innovation [16]. When 
a team succeeds, it is because they are able to effectively 

manage the unique skills of team members [2]. The impor-
tance of optimizing collaborations has given rise to an entire 
literature of psychological research that documents how peo-
ple make decisions about joint tasks [9]. As robots become 
more and more common as work partners, we need to reveal 
how people choose to rely upon mechanical agents in shared 
activities [12]. Here, we examine how decisions to outsource 
tasks to robots are shaped by the perceived fit between the 
mind of robots and their tasks. This work is crucial as robots 
and the tasks they are designed for continue to diversify.

Industrial-organizational psychology has long revealed 
the importance of person-job fit [18]. Selecting the right 
person for a job means selecting someone whose qualifi-
cations correctly match the job demands. These demands 
can be obvious and physical; for instance, being a fire-
fighter requires physical stamina and the ability to endure 
extreme situations. However, these demands can also be 
more social in nature; for instance, being a successful sales-
person requires having a likable personality and high emo-
tional intelligence. Researchers have examined how people 
make decisions of person-job fit [4] and detailed the biases 
that distort these decisions. For example, one large body 
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of research finds that people are biased by the gender of 
applicants, believing that men are better suited for analytic 
positions and women are better suited for socio-emotional 
positions [14]. Other work finds a similar bias with respect 
to combat veterans, seeing military service as preparing vet-
erans for analytic but not socio-emotional jobs [17].

Here we examine people’s decisions about robot-job fit, 
investigating how people delegate tasks to different kinds of 
artificial agents. It is clear that people implicitly recognize 
the importance of robot-job fit when it concerns physical 
characteristics. For example, to construct a car on an assem-
bly line, you need a strong and dexterous robot capable of 
moving large sheets of metal with precision. However, this 
kind of industrial robot would not be optimal for interacting 
with children—and its strength and speed may even prove 
dangerous.

Just as people use the mind of people to evaluate person-
job fit, we suggest that they also use the robot’s perceived 
mental capabilities when determining robot-job fit. While 
robots lack a humanlike mind, they are capable of mim-
icking many mental abilities, including not only advanced 
computation and memory, but also some rudimentary socio-
emotional abilities. Prior research shows that people do per-
ceive some kind of mind in robots, often along the two-
dimensional framework, where perceptions of agency (i.e., 
capacity to think and plan) are separable from perceptions 
of experience (i.e., capacity to feel and respond emotion-
ally; [8]. Past work reveals that these dimensions of mind 
perception predict judgments of person-job fit [17]. Accord-
ingly, we suspect that perceptions of agency and experience 
towards robots will predict what tasks people are willing to 
assign them. We examine how people coordinate collabora-
tion with two robots, both of which are described as capable 
of agency but differing in their capacity for experience, with 
one robot described as being capable of feeling emotions, 
and the other robot as lacking this ability. We are interested 
in testing people’s willingness to assign two different kinds 
of tasks to these robots: an arithmetic task requiring com-
putation, and a social task requiring emotional intelligence.

Three important theoretical questions are addressed with 
the study. The first question is whether people will trust the 
socio-emotional robot to complete the emotional task. It 
seems obvious that people should select the high-experience 
robot for the socio-emotional task. This prediction would 
demonstrate a basic understanding of robot-job fit in the 
assignment of robot tasks; it would also demonstrate that 
people legitimately believe that robots possess the ability 
for some socio-emotional processing. The second question 
is the extent to which biases in human person-job fit judg-
ments are revealed in robot-job fit judgments. This question 
can be answered by examining which robot people select for 
the arithmetic task. Given that the arithmetic task involves 
agency one might expect people to be indifferent to the 

robots, selecting them equally frequently for this task. How-
ever, classic research finds that people often implicitly treat 
artificial agents similar to how they treat humans [15] which 
suggests that perceived experience (i.e., capacity to feel and 
respond emotionally; [8] factors in as well. Accordingly, we 
predict that people will demonstrate an intuitive sense that 
the ability to effectively perform social tasks is inversely 
related to the ability to effectively perform arithmetic tasks 
(cf. [11], which is also in line with the importance of per-
ceived experience of an agent for interaction behavior sug-
gested in earlier research [19]. If this assumption about 
human person-job fit carries forward to robot-job fit, people 
should select the low-experience robot for the arithmetic 
task despite the fact that the high-experience robot is equally 
capable. The third question is how rational people are in 
their decisions for when and how to delegate tasks. People 
vary in their abilities to solve social and arithmetic tasks. 
Accordingly, we predict our participants to outsource cogni-
tive processing to a robot when their actual and/ or perceived 
performance is lower than the robot’s ability [6].

In this study, we developed a novel collaborative para-
digm to test how mind perception influences robot-job fit. 
This paradigm varied robot characteristics (high agency, 
low experience vs. high agency, high experience) and job 
requirements (socio-emotional vs. computational), and we 
measured preference decisions. Participants were told that 
both robots were equally good at both tasks, and we predict 
that the binary nature of this task—choose robot A or robot 
B—will reveal any subtle robot-job fit biases.

2  Methods and Materials

Participants engaged in two different tasks: arithmetic and 
social. In the arithmetic task, participants were presented 
with random arrangements of black and gray dots and were 
asked to count the dots and report the numerical difference 
between black and gray dots. In the social task, participants 
were presented with images of the eye region of different 
human faces and were asked to judge which emotion or 
experience is depicted. Participants were given a choice 
between two general response options: (1) answer the ques-
tion without help by selecting one of four answer options 
depicted on the screen, or (2) offload the cognitive process-
ing to one of two robot agents that were represented via 
images and names on the screen and let them choose the 
response. Participants were told that selecting one of the 
robots as response option would lead to the question being 
answered by that robot’s algorithm. They were also told 
that both robot agents had experience with both tasks (i.e., 
have solved the tasks before and were equally successful in 
doing so). In addition, one robot was described as having 
high emotional capacities (i.e., high in experience) and the 
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other robot as having low emotional capacities (i.e., low in 
experience).

2.1  Participants

A total of 157 participants were recruited via Amazon 
Mechanical Turk (www. mturk. com), of which 143 com-
pleted the study. One participant was excluded because 
of taking more than 45 min for a study designed to take 
20 min, resulting in a total sample size of 142 participants 
(69 female, mean age: 35.3, age range: 18–68; median dura-
tion: 18 min, duration range: 13–21 min). All participants 
reported to be fluent speakers of English and all except for 
five participants reported English to be their native language. 
All participants gave informed consent prior to participating 
and received $2 for their participation. Participants com-
pleted the study online on their own devices. The experi-
ment was presented using the psychological testing software 
Inquisit (www. milli second. com). Stimulus presentation 
scaled with the size of the participant’s individual screen.

2.2  Stimuli and Task

2.2.1  Robot Agents

Two different robot images were used throughout the experi-
ment: one from the robot EDDIE (e.g., [13] and one from the 
robot KISMET [3]. Both robots were of mechanistic appear-
ance and were obtained based on a search for “mechanis-
tic robot” using Google. Mechanistic instead of humanoid 
robots were chosen to avoid attributions of human-likeness. 
The robots were named TRF/20 and R-Tec 1, with the name-
robot assignment being counterbalanced across participants. 
One robot was described as capable of experiencing com-
plex emotional states (i.e., low experience: “emotional”), the 
other described as incapable of experiencing complex emo-
tional states (i.e., low experience: “emotionless”). Robot-
description assignment was counterbalanced, and the robots 
were described as equally capable of solving both tasks.

2.2.2  Social and Arithmetic Task

In total, 72 stimuli were created: 36 for the arithmetic and 
36 for the social task. Stimuli for the social task were taken 
from the Reading the Mind in the Eyes Task [1]; stimuli for 
the arithmetic task were created using image manipulation 
software. The dot arrays contained either nineteen or twenty 
dots, with nine possible numerical differences of black rela-
tive to gray dots: − 4, − 3, − 2, − 1, 0, 1, 2, 3, and 4.

For both tasks, participants had two different response 
options: (1) answer the question without any help by select-
ing one of four response options depicted on the screen, or 
(2) offload decision making onto one of two robot agents 

that were represented via images and names on the screen. 
Participants were told that selecting (2) would lead to the 
question being answered by the respective robot’s algorithm. 
The answer options of the social task could arguably include 
infrequent words (e.g., despondent, incredulous), partici-
pants were able to press a small "show dictionary" button 
at the bottom of the screen that would explain the answer 
options (this option was used infrequently, on 0.3% of all 
social task trials). Task trials are illustrated at https:// youtu. 
be/ ROa3B wBxXDA.

2.3  Procedure

After participants had given informed consent, general 
instructions concerning the arithmetic and the social task 
were given. Participants first completed one practice trial 
for each task type without help, were then introduced to off-
loading, and completed one practice trial per task type using 
offloading. Different robot agents were used for the practice 
trials than for the experimental trials (i.e., not EDDIE or 
KISMET).

After participants were familiar with the general mechan-
ics of the task, they were introduced to the robots: TRF/20 
and R-Tec 1. To make sure that participants read the instruc-
tions carefully, they were asked to answer multiple-choice 
questions regarding the robots’ emotional capacities and 
autonomy (“What is robot X capable of?”).

If participants answered at least one question incorrectly, 
they were asked to read the instructions again and the pro-
cedure was repeated until they were able to answer both 
questions. Participants were then asked to rate their own, 
as well as the robots’ assumed proficiency in solving both 
tasks on a visual analogue scale ranging from “very unpro-
ficient” to “very proficient” (the left-hand side was coded as 
0, the right-hand side as 100). Before the beginning of the 
first experimental block, participants were reminded of the 
“offloading” option and that although the robots had prior 
experience with both tasks they were not necessarily always 
correct (please note that both robots answered the social and 
the analytical task with the same accuracy of 67%). They 
were also told that their task was to score as many correct 
answers as possible—whether this was accomplished with-
out help or through offloading. The experiment consisted 
of 36 trials of the social and 36 trials of the arithmetic task. 
To incentivize participants to compare the task fit of both 
robots, they had to rely on the robots (offloading) in six arith-
metic and six social trials. Specifically, participants were 
free to choose between both robots but were not allowed to 
choose an answer option on their own. These twelve trials 
were excluded from analysis. After successful completion 
of the 72 trials, participants completed a short demographic 
survey and performed a second round of proficiency ratings. 

http://www.mturk.com
http://www.millisecond.com
https://youtu.be/ROa3BwBxXDA
https://youtu.be/ROa3BwBxXDA
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Finally, participants were debriefed and thanked for their 
participation.

The sequence of events throughout the experiment is 
shown in Fig. 1. On a given trial, participants first clicked 
on a square in the center of their screen, which was fol-
lowed by the presentation of the task stimulus, as well as 
the six response boxes: four for the without help condition 
and two for the offloading condition. Response options for 
the without help condition were placed left and right of the 
task stimulus; response options for the offloading condition 
were presented above and below the task stimulus. Partici-
pants then gave their response by selecting one out of the six 
response options via mouse click.

2.4  Analysis

Three main analyses were conducted: First, we assessed 
whether task type (arithmetic vs. social) had an impact 
on offloading behaviors (i.e., number of trials on which 

participants let one of the robots respond) and/or accu-
racy during “without help” trials (i.e., percent correct 
responses) using a series of paired t-tests.

Second, we examined whether task type (arithmetic vs. 
social) had an impact on agent preferences (i.e., difference 
in frequency with which the emotional robot was chosen 
over the emotionless robot) on “offloading trials” using 
paired t-tests. Since there were 30 trials per task type (the 
incentivizing trials were not included in this analysis), a 
score of + 30 for a given task type would indicate that the 
emotional robot was preferred on all trials over the emo-
tionless robot; a score of -30 for a given task type would 
indicate that the emotionless robot was preferred on all 
trials over the emotional robot. Thus, when interpreting 
the preference score, the more positive the value, the more 
strongly participants preferred the emotional robot, the 
more negative the value, the more strongly participants 
preferred the emotionless robot.

Fig. 1  Trial Sequence. At the beginning of a trial, participants had 
to click a square to center the mouse cursor. Then, the task-related 
stimulus (dots for the arithmetic task or eyes for the social task) and 
the answer options (six squares: four responses and two robots) were 
shown. If the participant took longer than five seconds to respond, the 
task-related stimulus disappeared. The five-second window was cho-
sen to allow for informed guesses above chance level for the arithme-

tic task but to simultaneously make highly certain answers unlikely, a 
pattern that was supposed to match the decision process for the social 
task. After choosing a response, feedback was provided, followed 
by a blank screen. Solid black lines with cross at the end illustrate 
mouse cursor movements. Task trials are illustrated at https:// youtu. 
be/ ROa3B wBxXDA

https://youtu.be/ROa3BwBxXDA
https://youtu.be/ROa3BwBxXDA
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Third, we examined whether task type (social vs. arith-
metic) had an impact on self- and robot-proficiency ratings 
prior to engaging in the task (i.e. pre-proficiency ratings) 
using a series of paired t-tests. Proficiency scores for self- 
and robot-ratings ranged between + 100 and − 100. For the 
self assessment, + 100 would indicate that the participant 
considered themselves as maximally proficient on the social 
task and minimally proficient on the arithmetic task; − 100 
would indicate that the participant considered themselves as 
maximally proficient on the arithmetic task and minimally 
proficient on the social task. That means, when interpreting 
the self-proficiency ratings, positive scores represent par-
ticipants who considered themselves as more proficient in 
performing the social than the arithmetic task, and negative 
scores represent participants who considered themselves as 
more proficient in performing the arithmetic than the social 
task; a score of 0 represents participants who considered 
themselves as equally proficient for the social and the arith-
metic task. Analogously, for the robot assessment, + 100 
means that the participant perceived the emotional robot 
as maximally proficient and the emotionless as minimally 
proficient for a given task; − 100 means that the participant 
perceived the emotionless robot as maximally proficient 
and the emotional robot as minimally proficient for a given 
task. Thus, when interpreting the robot-proficiency ratings, 
positive scores indicate a higher perceived proficiency of the 
emotional than the emotionless robot, and negative scores 
indicate a higher perceived proficiency of the emotionless 
than the emotional robot; a score of 0 represents equal per-
ceived proficiency of the emotional and the emotionless 
robot for a given task.

For all figures, black diamonds represent the mean, error 
bars 95% confidence intervals (CIs), gray diamonds raw data 
points, and gray shapes the distribution of the raw data.

3  Results1

We conducted a series of analyses to answer the three ques-
tions of interest. The first analysis (offloading behaviors) 
provides an oversight over our participants’ collaboration 
behavior and showed that participants offloaded the task 
to one of the two robot agents in 67% of all trials, with a 
significantly higher offloading rate for arithmetic task tri-
als (M = 77%, SD = 30%) than social task trials (M = 57%, 
SD = 32%; t(141) = 8.2, p < 0.0001). Performance on without 
help social task trials (M = 74%, SD = 23%) was higher than 
on arithmetic task trials (M = 46%, SD = 30%); t(80) = 8.3, 
p < 0.0001), which indicates different difficulty levels for the 
two task types; see Fig. 2a.

The second analysis (agent preference) was conducted 
to answer the first—do people prefer the high-experience 
robot for the emotional task?—as well as the second—do 
people prefer the low-experience robot for the arithmetic 
task despite the fact that the high-experience robot is equally 
capable?—question. It showed that task type affected which 
robot was chosen on offloading trials: the “emotional” high-
experience robot was chosen more often than the “emotion-
less” low-experience robot for social task trials (M = 14.7, 
SD = 10.7); the “emotionless” robot was chosen significantly 
more often than the “emotional” robot for arithmetic task 
trials (M = -12.8, SD = 15.5; t(141) = 15.2, p < 0.0001); see 
Fig. 2b. This pattern was mirrored on incentivizing trials, 
such that participants relied more on the “emotional” ver-
sus “emotionless” robot for social task trials (5.3 vs. 0.7 
out of 6 trials), and less often on the “emotional” versus 

Fig. 2  Results. Accuracy was significantly higher for the social than 
the arithmetic task (a; dotted line represents chance level). The emo-
tionless robot was preferred for the arithmetic and the emotional 
robot was preferred for the social task (b). Participants judged the 

emotional robot to be more proficient in the social task (c: Social). 
However, the reverse was not true for the arithmetic task (c: Arithme-
tic). Error bars represent 95% CIs

1 The associated R analysis script and data files can be freely 
accessed online through the Open Science Framework at https:// osf. 
io/ 9y47n/

https://osf.io/9y47n/
https://osf.io/9y47n/


146 International Journal of Social Robotics (2022) 14:141–148

1 3

“emotionless” robot for arithmetic task trials (1.4 vs. 4.6 out 
of 6 trials); t(141) = 18.3, p < 0.0001.

The third analysis (proficiency assessments) was con-
ducted to answer the third question: how rational are people 
in their decisions regarding when and how to delegate tasks? 
It showed that participants rated their own proficiency for 
the social task (M = 68.8, SD = 22.1) as being higher than 
for the arithmetic task (M = 39.0, SD = 24.4; t(141) = 12.3, 
p < 0.0001). The robot-proficiency ratings were modulated 
by task type (t(141) = 5.2, p < 0.0001), which indicates that 
participants considered the robots as not equally proficient in 
both tasks. However, unlike the agent preference results, dif-
ferences in robot-proficiency ratings were driven by signifi-
cant differences in social (Memotional = 75.2, SDemotional = 23.2; 
Memotionless = 59.6, SDemotionless = 29.7) rather than arithme-
tic (Memotional = 76.3, SDemotional = 21.5; Memotionless = 79.6, 
SDemotionless = 16.6) proficiency: the “emotional” robot was 
considered as significantly more proficient than the “emo-
tionless” robot for the social task (M(Δ) = 15.6; significantly 
different from 0: t(141) = 5.4, p < 0.0001); both robots were 
considered as equally proficient in the arithmetic task 
(M(Δ) = 3.2; not significantly different from 0: t(141) = 1.8, 
p = 0.068); see Fig. 2c.

4  Discussion

The aim of the current study was to examine whether 
humans prefer robots with high emotional capacities to 
robots with low emotional capacities, and whether robot 
preferences were modulated by the to-be-performed task and 
one’s own as well as the robots’ perceived task proficiency. 
First, we examined whether participants would trust a robot 
that was described as emotional to complete a social task 
although robots are not generally perceived as agents with 
emotional capacities. Second, we examined whether similar 
biases as with human-task fit, would also exist when assess-
ing robot-task fit. Third, we investigated whether humans 
would be rational when offloading task responsibilities to 
robots such that offloading preferences are informed by 
whether the robot is considered as particularly proficient in 
performing the task at hand.

The results show that participants offloaded the task to 
the robots in the vast majority of trials rather than respond-
ing themselves—a pattern that was more pronounced for 
the arithmetic than the social task. The results also show 
that agent preferences were driven by robot-task fit, such 
that the emotional robot was chosen more often to respond 
to the social task and the emotionless robot was chosen 
more often to respond to the arithmetic task. Interestingly, 
while the preference for the emotional over the emotion-
less robot for the social task was also reflected in higher 
proficiency ratings for the emotional robot for the social 

task, the preference for the emotionless over the emotional 
robot for the arithmetic task was not reflected in higher pro-
ficiency ratings for the emotionless robot for the arithmetic 
task (i.e., both robots are seen as equally competent to per-
form the task). The findings indicate that participants are 
generally willing to offload tasks to robots, and that they 
calibrate their offloading behaviors based on robot-task fit. 
Specifically, participants show no reluctance in offloading 
responses during social task trials to the emotional robot, 
despite the fact that robots are traditionally not considered 
as being emotionally capable. The results also suggest that 
whether a robot agent is considered to be a good fit for a 
given task is subject to biases, similar to those observed 
when assessing a human’s task fit: specifically, the results 
show that although the emotional robot is seen as equally 
proficient for the arithmetic task as the emotionless robot, it 
is chosen significantly less often for this type of task than the 
emotionless robot, indicating that high emotional capacities 
seem to implicitly (i.e., reflected in offloading behaviors) 
but not explicitly (i.e., reflected in subjective assessment of 
proficiency) lower expectations regarding the same agent’s 
capacities on a task that requires supposedly complimentary 
skills. A similar bias is observed when it comes to the ration-
ality of participants’ offloading behaviors: specifically, off-
loading is not only observed for task types that are difficult 
to perform for the participant (i.e., arithmetic task), it is also 
observed in more than 50% of all social task trials, which 
participants had an easy time performing, and considered 
themselves as being proficient in.

The results highlight that participants have intuitive 
understanding that robot agents with different capabilities 
are differentially fit to perform different tasks. Even more 
remarkably, this preference pattern based on robot-task fit 
was apparent although the robots were introduced as being 
equally capable to perform the social and arithmetic task. It 
also suggests participants legitimately believed that robots 
possess socio-emotional capacities in the context of a task 
that requires collaboration. This is a somewhat surprising 
finding, given that previous research has shown that partici-
pants are reluctant to ascribe socio-emotional capabilities to 
robots when being explicitly asked using subjective ratings 
[7]. These findings add to the literature on mind perception 
and human–robot interaction by showing that the context 
in which a construct is examined strongly determines the 
outcome: once an agent’s abilities become relevant because 
collaboration is required, task responsibilities are assigned 
based on the agent’s believed capabilities and the agent is 
trusted to make a correct decision.

The current findings also indicate that participants are 
subject to biases when selecting robot agents for a col-
laborative task: it is remarkable that although both robot 
agents are instructed as being agentic, which suggests that 
they are both equally capable of performing the arithmetic 
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task, participants preferred the emotionless to the emotional 
robot for the arithmetic task. This is even more surprising 
given that when being explicitly asked to rate the proficiency 
of the robots for the arithmetic task, participants state that 
they consider them both as equally capable of performing 
the task. This indicates that implicit biases, similar to gen-
der biases when selecting human employees, seems to be 
inversely related to the capacity for experience and reduce 
the likelihood that a perfectly capable agent is selected for 
a task..

Participants show no reluctance to offload task respon-
sibilities to robot agents that were believed to have prior 
experience with a set of different tasks. The general offload-
ing tendency was even more pronounced for task types that 
participants perceived themselves as not being particularly 
proficient in and that they had difficulties to perform. Spe-
cifically, participants offloaded task performance signifi-
cantly more often to the robot agent during arithmetic than 
social task trials—a pattern that was matched by lower self-
proficiency ratings and accuracy on “without help” trials for 
the arithmetic versus social task. In addition to participants’ 
perceived and actual task proficiency, a robot’s subjective 
fit for a task seems to play a role for offloading: the results 
show that participants chose the robot with high emotional 
capabilities significantly more often for the social task and 
the robot with low emotional capabilities significantly more 
often for the arithmetic task. The observation that nonhuman 
helpers are picked based on their perceived task expertise is 
in line with Dzindolet et al. [5] who showed that participants 
have preconceived notions regarding the utility of automated 
aids for different task types. The finding that human and 
machine aids are selected for advice based on their stereo-
typical features, is in line with [11] who showed that when 
seeking advice, participants prefer human agents to machine 
agents for social tasks and machine agents to human agents 
for arithmetic tasks. Taken together, these results show that 
offloading preferences in human–robot interaction seem 
to be influenced by proficiency considerations both on the 
human and the robot side, and that task performance is out-
sourced to robots specifically when one’s own capabilities 
for the task are low and the robot seems to be generally fit 
to perform the task.

Overall, the results demonstrate that participants have an 
implicit understanding of the importance of robot-job fit and 
allocate tasks to robot agents to (1) generally reduce their 
workload, (2) compensate for their own perceived and/or 
actual difficulties with a given task, and (3) maximize the 
chance for a correct response if the robot is seen as being 
competent. This has important implications for the field of 
human–robot interaction. First, the findings highlight the 
importance of objective measures to examine the impact of 
pre-existing beliefs on social-interactive processes. Specifi-
cally, although participants do not seem to explicitly ascribe 

socio-emotional capacities to robots when being assessed via 
subjective ratings [7]) participants implicitly consider robots 
as emotionally capable when offloading socio-emotional 
tasks in a collaborative setting that requires trust. This shows 
that the assessment of social processes in HRI requires par-
adigms that plausibly simulate an interactive environment 
and measure participants’ responses to robots objectively 
[20]. Second, the present results show that robots can be 
perceived as entities with emotional capacities that can be 
trusted to perform socio-emotional tasks. The challenge for 
HRI is to determine how robots can activate such percep-
tions in natural settings, where explicit instructions are not 
feasible. This suggests that robots need to be designed to be 
perceived as agents with socio-emotional capacities in order 
to be sufficiently trusted on social tasks [10]. Third, due to 
the bias that being perceived as being particularly good at 
performing one task potentially excludes a robot from being 
perceived as being good at performing a task requiring a 
different skill set, the question arises whether it is feasible 
to aim for a uniform robot design suitable to serve social 
and computational contexts. The current study suggests that 
although the emotional robot was perceived to be equally 
capable to perform the arithmetic task as the emotionless 
robot, it was not trusted to the same extent as the emotionless 
robot and selected less often for the arithmetic task than the 
emotionless robot.

5  Conclusion

The rise of autonomous robots leaves no doubt that soon 
people will be sharing their workplaces with machines, but 
whether and how humans are willing to collaborate with 
them by offloading parts of their own task to the robot is not 
sufficiently understood. This study shows that humans are 
indeed willing to offload task assignments in human–robot 
collaboration, and that the degree of collaboration depends 
on the kind of mental capabilities (here: high vs. low emo-
tional experience) ascribed to a robot. Similar to biases 
observed in studies on human person-job fit, this attribu-
tion process is subject to implicit biases, which can nega-
tively impact the effectiveness of human–robot collabora-
tion. Research in HRI needs to address the issue of implicit 
biases towards robots in collaborative work environments 
and identify effective interventions to mitigate these issues.
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