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Abstract

This study examined the role of visual reliability and action relevance in mutual visual-proprioceptive attraction in a virtual
grasping task. Participants initially enclosed either the width or the height of a visual rectangular object with two cursors
controlled by the movements of the index finger and thumb. Then, either the height or the width of this object or the distance
between the fingers was judged. The judgments of object’s size were attracted by the felt finger distance, and, vice versa, the
judged finger distance was attracted by the size of the grasped object. The impact of the proprioceptive information on object
judgments increased, whereas the impact of visual object information on finger judgments decreased when the reliability of the
visual stimulus was reduced. Moreover, the proprioceptive bias decreased for the action-relevant stimulus dimension as com-
pared with the action-irrelevant stimulus dimension. These results indicate sensory integration of spatially separated sensory
signals in the absence of any direct spatial or kinematic relation between them. We therefore suggest that the basic principles of
sensory integration apply to the broad research field on perceptual-motor interactions as well as to many virtual interactions with

external objects.

Keywords Perception and action - Multisensory processing

Introduction

Research suggests that, under diverse conditions, the human
body and its real or potential movement affect what we visu-
ally perceive (e.g., Bhalla & Proffitt, 1999; Kirsch & Kunde,
2013; Lindemann, & Bekkering, 2009; Schubo, Prinz, &
Aschersleben, 2004; Witt, & Sugovic, 2012; for reviews,
see, e.g., Harris et al., 2015; Proffitt & Linkenauger, 2013;
Thomaschke, Hopkins, & Miall, 2012; Witt, 2011). This re-
search caused intense debates, and the processes that might
mediate body-related effects on judgments of visual objects’
features remain poorly understood (e.g., Durgin, Klein,
Spiegel, Strawser, & Williams, 2012; Firestone, & Scholl,
2015; Kirsch & Kunde, 2018; Philbeck, & Witt, 2015).
According to a common idea, initial sensory information is
assumed to be scaled in motor units (e.g., Proffitt &
Linkenauger, 2013). A related approach suggests that
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perception and action interact on the level of rather abstract
features coded in a common representational domain (e.g.,
Hommel, Miisseler, Aschersleben, & Prinz, 2001). Both ac-
counts postulate a certain kind of integration of visual and
body-related signals that give rise to changes in visual percep-
tion following changes in body-related variables. However,
this critical integration process is underspecified.

We recently suggested that actions’ influences on percep-
tion are constrained by the same principles that apply for the
sensory integration of multimodal signals in general (Kirsch,
Herbort, Ullrich, & Kunde, 2017). This approach basically
holds that the effects of action on perception are a conse-
quence of the attempt to handle noisy sensory information
(cf. Ernst, 2006). To generate a robust percept, signals that
originate from the same event are integrated (“object unity
principle” hereafter), whereas the weight of each signal de-
pends on its precision, and the integrated estimate achieves a
higher precision than the unimodal signals alone (“reliability-
based weighting principle” hereafter).

One well-known outcome of the integration process is the
mutual biases of body-related and visual signals when they
provide marginally divergent information. For example, if ob-
servers look at and grasp an object with the index finger and
thumb and a discrepancy between visually and haptically
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specified object’s size is introduced, the perceived size of the
object is in between the visual and haptic estimates (Ernst &
Banks, 2002). Thus, if an effect of a certain body-state (here,
finger distance) on visual object perception is due to multisen-
sory integration, then the visual appearance of that object
should, in turn, also affect the perception of the body-related
state. Note that this should be so, at least in theory, for any
action-related influence on visual perception because virtually
all these influences are demonstrated by varying body-related
variables while holding the visual input constant (i.e., by in-
troducing a kind of cross-modal conflict).

We have previously tested this prediction in a virtual grasp-
ing paradigm (Kirsch et al., 2017). The participants repeatedly
enclosed a virtual object (a rectangle) with two cursors con-
trolled by their index finger and thumbs, and we measured the
perceived visual size of the rectangle and the finger—thumb
distance subsequently. The visual-proprioceptive discrepancy
introduced during such virtual grasping resulted in a mutual
impact of visual and body-related signals: the judgments of
visual object size were attracted toward the felt finger posture,
and, vice versa, the judged finger distance was attracted to-
ward the visible size of the grasped object. Importantly, this
result was observed even though the rectangle was at a sub-
stantial distance to the fingers and in a different spatial plane.
Moreover, we made a conceptually similar observation in a
virtual reaching task. These findings are intriguing, because
sensory integration is well documented for situations in
which multimodal signals originate from spatially close
origins such as in natural grasping (see above), whereas
distances between these signals typically decrease integra-
tion (Gepshtein, Burge, Ernst, & Banks, 2005). Our re-
sults, however, indicate sensory integration between spa-
tially, clearly separated sources of information.

Some observations from tool use already suggest that sen-
sory integration can occur in spite of a spatial separation of
multimodal signals under certain conditions. When partici-
pants in a cursor-control task are asked to perform arm move-
ments on a horizontal plane while misaligned visual feedback
(i.e., cursor) of the movement direction is displayed in the
fronto-parallel plane, the judgment of the felt hand direction
shifts toward the seen cursor direction and, vice versa, the
judged cursor direction shifts toward the felt hand direction
(Debats, Ernst, & Heuer, 2017a, 2017b; Rand & Heuer, 2013,
2016). Moreover, Takahashi and colleagues reported evidence
for visual-haptic integration when the hand was offset in re-
spect to the object being grasped—however, only if a tool,
such as plier or tong, was used for grasping (Takahashi,
Diedrichsen, & Watt, 2009; Takahashi & Watt, 2014, 2017).
In these studies, the visual illustrations of tools connected the
spatial position of the hand with the spatial position of the
object. In a similar vein, Helbig and Ernst (2007) study,
visual-haptic integration was observed when participants saw
their hand manipulating an object through a mirror.
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The object unity principle holds that signals are integrated
only if they provide information about the same external ob-
ject or event (i.e., if they are redundant), as described previ-
ously. Thus, whether and to which extent signals are integrat-
ed depends on the assessment of whether these signals are
causally linked to the same event (cf. Deroy, Spence, &
Noppeney, 2016; Ernst & Biilthoff, 2004; Kording et al.,
2007; Shams & Beierholm, 2010).1 The tool-use studies men-
tioned above indicate that a kinematic correspondence be-
tween motor and visual signals or some explicit cues, such
as a mirror or a visible tool, can provide evidence that two
signals belong together and thus should be combined even
though they have distinct spatial sources. The results of our
study extend these findings in that it indicates sensory integra-
tion in the absence of any kinematic relation between body
movements and an external object® as well as in the absence of
any explicit cues, such as visible tools, which bridge the spa-
tial distance between the seen and the felt object. At this point,
our results broaden the application of sensory integration to
virtually all cases where body movements have consequences
on distal objects. However, more research is needed to sub-
stantiate this claim.

The present study served this purpose. Using the virtual
grasping task, we focused on two issues. First, we tested how
the reliability of visual signals affects the mutual perceptual
biases of body-related and visual signals. The reliability-
based weighting principle predicts an increase of propriocep-
tive impact on visual estimates and a decrease of visual impact
on proprioceptive estimates with a decrease in reliability of a
visual signal. Second, we tested whether the perceptual biases
that we previously observed vary depending on the relevance
of objects’ characteristics for action. For this purpose, we in-
cluded the visual estimates of the stimulus dimension that was
unrelated to the grasping movements additionally to the judg-
ments of the action-relevant dimension. After, for example, the
height of the visual stimulus was enclosed by the movement
cursors, either the height (action-relevant feature) or the width
(action-irrelevant feature) of the stimulus was judged. The ra-
tionale was as follows. For an action-relevant stimulus feature,
visual and proprioceptive signals can be considered as redun-
dant (i.e., they inform about the same event). In contrast, for an

! Such causal inference processes can be construed as expectations (priors in
Bayesian terms) which determine the probability that two signals refer to the
same object and thus the magnitude of integration (e.g., Erst, 2006, 2007;
Roach, Heron, & McGraw, 2006). Accordingly, the outcome of this process
varies on a continuum from a complete fusion of the signals into a single
percept to partial integration and a complete independence.

2 Note that in our study (Kirsch, Herbort, Ullrich, & Kunde, 2017), finger
movements were accompanied by movements of visual cursors as in several
previous tool-use studies. However, in contrast to the latter studies, our partic-
ipants additionally manipulated a static object, and then the perception of this
object was measured. Accordingly, while there was a strong kinematic corre-
spondence between body movements and cursor movements, there was no
kinematic relation between body movements and the critical object being
manipulated in our study.
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action-irrelevant feature, the proprioceptive signal is unrelated
to the visual signal—that is, the signals are not redundant.
Because only redundant signals can be assumed to be integrat-
ed according to the object unity principle, visual-
proprioceptive integration can be expected for the action-rele-
vant, but not (or substantially less) for the action-irrelevant
dimension.”> Accordingly, the impact of proprioceptive signal
on visual perception should be reduced or even disappear for
the action-irrelevant as compared with the action-relevant di-
mension. Note that the inverse bias (i.e., impact of visual sig-
nals on proprioceptive perception) should persist irrespective
of whether the height or the width of the object is enclosed
because visual and proprioceptive signals relate to the same
event in both cases (i.e., each object feature can be considered
as informative for the crucial finger distance). In short, a
change in the reliability of visual signals should alter the (a)
symmetry of visual-proprioceptive attraction, whereas changes
in action relevance should be expressed in changes of the
strength of this attraction (cf. Debats et al., 2017a).

Method
Participants

Thirty six right-handed participants participated in the study.
The sample included 27 females and nine males (M,q. = 26,
SD = 7). Participants gave written informed consent for the
procedures and received monetary compensation (16 €) or
course credit for their participation. All were naive to the pur-
pose of the experiment and had normal or corrected-to-normal
vision. The sample size was determined a priori based on a
pilot experiment and ensured a power of 1 — 3 = 0.95 for
effect sizes of d, = 0.56.

Apparatus and stimuli

The study was performed in a dimly lit experimental room.
Stimuli were displayed on a 19-in. monitor (Fujitsu Siemens
P19-1) with a resolution of 1,280 x 1,024 pixels and a refresh
rate of 60 Hz. One pixel of the monitor was 0.294 mm in size.
Participants were seated at a distance of approximately 68 cm
from the screen, with their head supported by a combined
chin-and-forehead rest. The main visual stimuli were dark-
gray dots (0.3 mm % 0.6 mm in size, with coordinates RGB:

® This logic is also in line with findings indicating that intersensory discrep-
ancies alter the perceived shape of an object (see, e.g., Welch & Warren, 1980).
For example, if a manually explored rectangle is optically distorted and looks
like a square, its perceived shape is in between the haptic and the visual shape
(Helbig & Ermnst, 2007; cf. also Rock & Victor, 1964). Note that the term
“object unity principle” is somewhat misleading in the present context because
it apparently implies sensory integration of signals that inform about different
object features (i.e., of nonredundant signals) when both belong to the same
object (see also Discussion section).

36, 36, 36 in the color space; see also below), a pair of green
circles (about 2.5 mm in diameter), a pair of blue lines (7 mm
in length and 0.6 mm in width), and six orange lines arranged
as a pair of U-shaped objects (7 mm % 11 mm x 7 mm; see Fig.
1). All stimuli were presented on a light-gray background
(RGB: 128, 128, 128). The dots were randomly distributed
along the defined width and height of a virtual rectangle. We
refer to this target stimulus as “rectangle” hereafter.

A finger movement device was mounted on a table and was
manipulated by the index finger and thumb of the right hand.
The fingers were placed on U-shaped metal plates which were
interlocked so that moving one plate/finger resulted in a
mirror-symmetric movement of the second plate/finger. We
also bound the index and the middle fingers of the right hand
together to prevent exploratory movements of the middle fin-
ger during the judgments of finger distance.

Procedure and task

The procedure consisted of two successive parts—object
grabbing and perceptual judgment.

Object grabbing At the beginning of each trial, a pair of dark-
gray arrows (5 mm X 0.3 mm, RGB: 68, 68, 68) was present-
ed. The arrows were placed vertically, one upon the other, with
arrowheads oriented to each other. This was a signal to move
the index and the middle fingers of the right hand inserted into
the finger movement device toward each other to initiate a
next trial. Then, in the majority of trials, a pair of green circles
(i.e., cursors) and a rectangle appeared, and the participants
had to place the circles at the opposed edges of the rectangle
by moving their fingers (i.e., they were asked to virtually grab
the rectangle by visual movement cursors). The cursors
always moved in the same direction as the fingers (i.e.,
toward each other or away from each other). The cursors
disappeared when their distance to the edges was less than
5 mm, and a clicking noise was presented when this dis-
tance was less than 1 mm (i.e., when cursors reached the
edges of the rectangle). Participants were instructed to
maintain this finger position and to perform corrective
movements when the noise disappeared (i.e., when the
circles left the edges of the rectangle).

In some trials (baseline trials), a German word for “search”
appeared at the middle of the screen. The task here was to
move the fingers until a certain finger distance was reached,
at which time a clicking noise was presented. That finger
distance always corresponded to one of the finger distances
adopted during virtual object grabbing. These trials were in-
cluded to ensure that changes in the estimates of finger dis-
tance following virtual object manipulation were not due to a
general bias toward mean finger posture (i.e., due to a central
tendency effect).
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Fig. 1 Apparatus and stimuli used in the present study. Initially, the
fingers of the right hand moved the cursors (green circles) toward the
opposed edges of a rectangular object consisting of small dots. Then,

Perceptual judgment Following a period of approximately
1.5 s during which the noise was presented, the rectangle
disappeared and either a pair of blue lines or orange, U-
shaped objects appeared on the screen. When the blue lines
appeared at the left side of the screen (~7 cm in respect to the
center), the task was to estimate the height of the rectangle.
That is, participants had to adjust the distance between the
lines so that it corresponded to the height of the rectangle.
When the blue lines appeared at the bottom part of the screen
(~7 cm in respect to the center), the task was to estimate the
width of the rectangle. When the orange objects were present-
ed (~9 cm to the right of the screen center), the current distance
between the index and the middle fingers had to be estimated.
These judgments were made by pressing buttons of a comput-
er mouse with the left hand. Pressing the left/right button led
to an increase/decrease of the distance. The judgment was
confirmed by pressing the middle mouse button (scroll
wheel). The initial distance between the lines/objects random-
ly amounted either 50% or 150% of the corresponding feature
of the rectangle/actual finger distance (as measured between
the inner plates of the movement device).

If participants changed the fingers’ posture of their right
hand during the judgments, or if the left or the right mouse
buttons were pressed during the grabbing phase, or if the
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either the height or the width of the object or the current hand opening
was judged with the left hand using a computer mouse. (Color figure
online)

middle mouse button was pressed before an estimate was
made, then error feedback was presented, and the trial was
repeated.

Design There were four gain conditions. Finger movements
were transformed to the movements of the cursors so that the
finger distance amounted to 0.4, 0.8, 1.2, or 1.6 of the distance
between the cursors. This ensured that a given rectangle fea-
ture (i.e., height or width) was associated with a finger dis-
tance during grabbing corresponding to 40%, 80%, 120%, or
160% of that feature. Two rectangles were used (3.7 cm x
4.3 cm and 4.3 cm x 3.7 cm) that consisted of either 69
(low-noise condition) or 12 (high-noise condition) dots ran-
domly distributed within the defined rectangle area. Cursors
moved either vertically or horizontally—that is, either along
the height or width of the rectangle. Also, the type of judgment
(rectangle’s width, rectangle’s height, finger distance) varied
as mentioned. There were thus five main factors—gain (four
levels), rectangle (two levels), visual noise (two levels), cursor
orientation (two levels), type of judgment (three levels)—
resulting in 96 experimental conditions. Additionally, we also
included eight baseline conditions in which judgments of fin-
ger distance were required after no visual object was virtually
grabbed. Here, the adopted finger postures corresponded to
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those required for grabbing each side of both rectangles (i.e.,
3.7 cm and 4.3 cm) using the four gains.

The main experiment included 416 trials (four repetitions
of each condition) distributed over eight blocks. The order of
conditions was random. Before the main experiment started,
participants performed 14 practice trials that were not included
in the analyses.

Data analysis For each trial, a difference score was computed
between the actual and the estimated spatial distance (constant
error hereafter). By definition, positive values reflect overes-
timation; negative values indicate underestimation. Then,
mean constant-error values were calculated for each partici-
pant and each experimental condition. To measure the impact
of the gain variation on judgment behavior, we performed
linear regression analyses (cf. Debats et al., 2017b). The gain
was used as a predictor variable and mean constant-error
values as the dependent variable. These analyses were per-
formed for each of the remaining factors and for each partic-
ipant. The resulting slope parameters (i.e., unstandardized re-
gression coefficients, “B”) indicating the magnitude of biases
(and hence the strength of intersensory coupling) were then
statistically analyzed using analyses of variance (ANOVAs)
and a priory ¢ tests. The data of rectangle and of finger judg-
ments were analyzed separately. The raw data are publicly
available (https://osf.io/uh2nj/).

Results

Mean constant-error values for each of the main experimental
conditions are shown in Fig. 2a. An increase in gain was
generally associated with an increase of rectangle’s esti-
mates and with a decrease of the judged finger distance,
as expected. This is a replication of our previous results.
More importantly, the magnitude of the biases varied as a
function of the match between the judged stimulus dimen-
sion and the relevance of this dimension for action: the
factor gain had a stronger impact on rectangle’s judgment
when the judged dimension was relevant for the grabbing
action than when it was not relevant. Moreover, the gain
had more impact on rectangle’s judgments and less impact
on finger judgments in the high-noise condition as com-
pared with the low-noise condition.

These observations are supported by the results of the re-
gression analyses. Figure 2b shows mean slope coefficients of
the different experimental conditions when regressing the
judgment data on the four gains. Except for the baseline con-
ditions (see below), all coefficients were significantly different
from zero, all #(35) <.04. An ANOVA, including these values
as a dependent measure, and rectangle, visual noise, cursor
orientation, and type of judgment (only height and width) as
within-participants factors, revealed a significant main effect

for the factor visual noise, F(1, 35) = 6.87, p = .013, np2 =
.164, and a significant interaction between cursor orientation
and type of judgment, F(1, 35) = 6.04, p = .019, an =.147
(other ps > .139). The slope was lower for the vertical than for
the horizontal cursor orientation when the width was judged,
#(35) = 2.26, p = .030, and vice versa when the height judg-
ment was required, #35) = 2.03, p = .050. The slope of the
height judgments was larger than the slope of the width judg-
ments when the cursors moved vertically, #35) = 2.05, p =
.048, and vice versa when the cursors moved horizontally,
t35)=1.61, p =.116.

An ANOVA including the coefficients of finger judgments
and rectangle, visual noise and cursor orientation as within-
participants factors revealed significant main effects for visual
noise, F(1, 35)=5.25, p =.028, npz =.130, and cursor orien-
tation, F(1, 35)=7.03, p = .012, npz =.167, and a significant
interaction between rectangle and cursor orientation, F(1, 35)
=11.64,p=.002, np2 =.250. In addition to the predicted effect
of visual noise, we observed larger gain effects (i.e., slopes) in
the finger judgments for the vertical than for the horizontal
cursor orientation (cf. Fig. 2b). Also, the wider rectangle was
associated with a more negative slope when the cursor moved
horizontally (M = —12.1) than when it moved vertically (M =
—11.4), whereas the opposite was true for the narrower rect-
angle (with mean values of —9.9 and —13.5). We do not dis-
cuss these side effects further.

When no rectangle was presented (i.e., in the base-
line trials), mean slope coefficients of finger judgments
amounted to —.4 and 1.3 for the finger distances accord-
ing to the grabbing of wider and narrower rectangle,
respectively. Both were not significantly different from
zero, #(35) = .25, p = 806, and #35) = .68, p = .503,
respectively. Thus, the observed biases in the finger
judgments following virtual grabbing were not due to
the tendency toward a mean finger distance.

As shown in Fig. 2, participants generally tended to over-
estimate the size of the rectangle, and this bias varied to some
extent depending on the type of judgment, cursor orientation,
and visual noise. Moreover, finger distances were
underestimated on average. These tendencies could have sev-
eral origins. For example, a space filled with a number of
distinct elements usually appears larger than when it is empty
(e.g., Collier & Lawson, 2016). Accordingly, the extent of the
rectangle should appear larger than the distance between the
lines by means of which the judgment was made. As a conse-
quence, the distance between the lines is adjusted to a larger
rectangle. Moreover, the observed underestimation of finger
distances could be related to the known changes in
proprioceptively sensed limb position during visual occlusion
(e.g., Wann & Ibrahim, 1992). A detailed discussion of these
and related factors that do not relate to the introduced visual-
proprioceptive discrepancy (i.e., gain) is beyond the scope of
the present study.
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<« Fig. 2 Main results of the study. a Mean constant error values as a
function of gain, visual noise, cursor movement orientation, and type of
judgment. b Mean slope coefficients from the regression of judgment data
on the four gain conditions. Error bars are standard errors

Discussion

We examined the role of visual reliability and action relevance
in perceptual attraction between proprioceptive and visual sig-
nals in a virtual grasping task. Participants initially enclosed
either the height or the width of a visual object by two man-
ually controlled cursors. Then, they judged either the height or
the width of the object, or the distance between their fingers.
Finger movements were transformed in cursor movement by
different gains so that the same object was grabbed by differ-
ent finger openings. The judgments of object’s size were gen-
erally attracted by the felt finger posture, and, vice versa,
judged finger distance was generally attracted by the size of
the grasped object. However, the impact of the finger distance
on rectangle judgments was substantially less than the impact
of the object size on finger judgments. This observation is in
line with previous reports (e.g., Kirsch et al., 2017; Rand &
Heuer, 2013) and indicates that visual signals received more
weight than the proprioceptive information under the present
task conditions. The visual input appears thus to have been
generally more reliable in spite of the implemented degrada-
tion of the visual stimulus, its short presentation, and propri-
oceptive information being available during perceptual
judgments.

Importantly, this asymmetry of the perceptual attraction
depended on the quality of visual information: The impact
of proprioceptive information on visual object judgments in-
creased while the impact of visual object information on pro-
prioceptive judgments decreased when the visual stimulus
was more degraded. Moreover, the proprioceptive bias in ob-
ject judgments was reduced when the action-irrelevant as
compared with the action-relevant stimulus dimension was
judged. This indicates that the strength of sensory integration
was smaller for the action-relevant than for the action-
irrelevant dimension.

This predicted outcome corresponds well to the core prin-
ciples of sensory integration, according to which multimodal
signals are integrated when they provide information about
the same environmental property taking into account the pre-
cision of each signal. Several factors such as spatial or tempo-
ral correspondences or causal beliefs about the task can inform
about whether signals relate to a common source (see, e.g.,
Bresciani et al., 2005; Gepshtein et al., 2005; see also Deroy
et al., 2016, for a review). In the present virtual grasping task,
there was a high spatial and temporal similarity between the
finger movements and their visual counterparts (i.e., cursors).
Moreover, participants consistently received auditory feed-
back indicating a virtual touching of object edges. Thus, it

was rather obvious that the finger movements refer to the
visual target object in spite of their spatial distance.

However, the proprioceptive signal was potentially in-
formative only for the stimulus dimension being virtually
grasped, but not for its action-irrelevant dimension.
Nonetheless, an indication of sensory integration was also
observed for the action-irrelevant stimulus dimension, be-
ing, however, less pronounced as for the action-relevant
dimension. In other words, finger movements affected the
size of the target object in addition to their predicted im-
pact on object’s shape. This suggests that participants
partly erroneously combined signals that did not relate
to the same environmental feature (but that related to the
same object). The reason for this outcome is not clear so
far, and could be that it is rather difficult to isolate two
features of a single object, such as its height and width, as
potentially independent information sources, at least as
compared with separate objects. This would be consistent
with a more general version of the object unity principle
than we proposed. In particular, sensory signals from one
modality could be combined with signals from another
modality as long as they belong to the same object and
irrespective of whether they inform about the same object
feature. Alternatively, other than causal inference process-
es, such as a response bias, could be responsible for this
specific outcome.

In the research on the link between perception and action,
the finding of a mutual impact of both is not new (e.g.,
Grosjean, Zwickel, & Prinz, 2009; Schubd et al., 2004;
Zwickel, Grosjean, & Prinz, 2010a, 2010b). Both repulsive
(or “contrast”) and attraction (or “assimilation”) biases have
been reported, and factors such as “feature overlap,”
“functional relation,” “concurrency,” “ambiguity,” and
“planning versus control” have been assumed to determine
the direction of the effect (see Thomaschke et al., 2012;
Zwickel & Prinz, 2012, for reviews). However, this issue is still
not resolved (cf. Kirsch & Kunde, 2014). Interestingly, contrast
effects have often been reported when stimuli and actions were
functionally unrelated and merely overlapped in time. In con-
trast, when stimuli and actions were functionally related, assim-
ilation effects have often been observed (cf. Zwickel & Prinz,
2012). This pattern of results fits well into the multisensory
perspective suggested here. Contrast phenomena can be ex-
pected when perceptual and body-related signals are assumed
to be unrelated and thus should be kept separate. Attraction
biases, in contrast, indicate a sensory coupling of signals that
are assumed to belong together. Thus, the direction of an effect
(as well as its magnitude) could mainly be determined by caus-
al inference processes assessing the extent of the relation
between visual and body-related events. Task-related factors,
such as those mentioned above, could then be construed as
cues providing evidence in favor or against “object unity.”
This view is not at odds with the common coding approach

@ Springer



2888

Atten Percept Psychophys (2019) 81:2881-2889

that has often been used to explain repulsive and attraction
phenomena (see the Introduction),* and it provides a new per-
spective on these phenomena that may foster their deeper
understanding.

In sum, the present study provides strong clues for the
integration of proprioceptive signals and visual object infor-
mation in spite of a clear spatial separation between their or-
igins. This makes the basic principles of multisensory integra-
tion potentially applicable to many daily interactions with the
world, including, but potentially not limited to, using virtual
tools.

Author note This research was supported by Grant KI 1620/3-
1 awarded to W. Kirsch by the German Research Council
(DFG). The raw data have been made publicly available via
the Open Science Framework and can be accessed at https:/
osf.io/uh2nj/.
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