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Four experiments deal with the acquisition of knowledge for the control of
voluntary behaviour. Subjects had to accomplish a computer-controlled learning
task that required them to learn which one of four actions (R) had to be performed
in order to attain a certain one of four outcomes (O) in the presence of one of four
situational contexts (S). Reinforcements were assigned to actions according to two
schedules: In the S–R condition each of the four actions was consistently
reinforced in the presence of a certain situation, whereas in the R–O condition each
of the actions was either always (Experiments 1–3) or mostly (Experiment 4)
reinforced if a certain outcome was required. Furthermore, the type of feedback
was varied. In Experiment 1, only positive or negative reinforcements were fed
back, whereas in Experiments 2–4 the actions resulted in outcomes that had to be
compared with the required outcomes in order to determine successes and failures.
The results indicate a preference for learning R–O contingencies over learning S–R
contingencies. Most subjects were so fixated on learning R–O relations that they
remained completely blind to the consistent reinforcement of S–R mappings. The
data suggest that, in line with the ideomotor principle, the acquisition of
behavioural competence is based primarily on the formation of bidirectional
action–outcome relations. Specifications of the underlying learning mechanisms
are discussed.

This paper deals with a simple and ubiquitous learning task, namely to learn
what to do in order to attain a certain goal. Humans accomplish this learning task
rather effortlessly under everyday circumstances. People easily learn for
example what to do in order to switch on a radio, to open a bottle, to enter a
multi-storey car park and so on, for millions of simple goals. Moreover, folk
psychology gives an obvious account on how people acquire such behavioural

EUROPEAN JOURNAL OF COGNITIVE PSYCHOLOGY, 2002, 14 (1), 127–153

Requests for reprints should be addressed to A. Stock, Institute for Psychology, University of
WuÈ rzburg, RoÈ ntgenring 11, D-97070 WuÈ rzburg, Germany.
Email: stock@psychologie.uni-wuerzburg.d e

We would like to thank Axel Cleeremans, Luis JimeÂ nez, and Peter A. Frensch for their critical
and stimulating comments on earlier versions of this paper and we would also like to thank the
psychology students who served as subjects, and Julie Barthel and Christian StoÈ cker for checking and
improving the English.

# 2002 Psychology Press Ltd
http://www.tandf.co.uk/journals/pp/09541446.html DOI:10.1080/09541440042000340

http://www.tandf.co.uk/journals/pp/09541446.html


competence: If one notices that a certain action results in a certain outcome, that
action is stored as instrumental for producing the outcome. Then, if later the
same outcome is desired, that action that has been experienced to produce it is
addressed and performed. For example, if one wants to listen to the radio, one
performs the action that has been experienced to switch it on.

The notion that the acquisition of behavioural competence is based on the
formation of bidirectional relations between actions and their consistent out-
comes is the essence of the ideomotor hypothesis. A precise formulation of the
hypothesis was given as early as 1825 by J.F. Herbart (p. 464, our translation):

Right after the birth of a human being or an animal, certain movements in the joints
develop, for merely organic reasons and independently of the soul and each of
these movements elicits a certain feeling in the soul. In the same instance, the
outside senses perceive what change has come about. . . . At a later time, a desire
for the change observed earlier arises. Thus, the feeling associated with the
observation reproduces itself. This feeling is a self-preservation (‘‘Selbster-
haltung’’) of the soul, which corresponds to all the inner and outer states in nerves
and muscles through which the intended change in the sphere of sensual perception
can be brought about. Hence, what has been desired actually happens; and the
success is perceived. Through this, the association is reinforced: the action, once
performed, makes the following one easier and so on.

Although the ideomotor hypothesis was widely acknowledged at the end of
the 19th century (Harleß, 1861; James, 1890/1981; Lotze, 1852; MuÈ nsterberg,
1889; Wundt, 1893; cf., Hoffmann, 1993; Hommel, 1998; Prinz, 1997, 1998 for
reviews of these early accounts), it did not receive any serious consideration in
the early research on animal learning. For the dominating behaviourism at that
time, the notion that instrumental behaviour might be determined by mental
states like a ‘‘desire for a change with associated feelings’’ was in no way
scientifically respectable (Thorndike, 1913; Watson, 1930; cf., Greenwald,
1970). Instrumental behaviour was attributed to stimulus–response (S–R)
instead of response–outcome (R–O) associations, whereby, according to
Thorndike’s ‘‘Law of Effect’’, S–R associations were assumed to result from a
reinforcement of the response in the presence of the stimulus. Dickinson (1994,
p. 48) recently correctly noted that ‘‘the most perverse feature of such stimulus–
response theories has always been the claim that knowledge about the instru-
mental contingency between action and outcome plays no role in the perfor-
mance of the action’’. According to S–R theorists, instrumental behaviour is a
habitual reflex to the training situation instead of a purposefully willed action.
Although the formation of habits surely plays some role in instrumental learn-
ing, it is hard to believe that the behaviour of animals and more so that of
humans is not also determined by the intended goals.

It has been the merit of Tolman (1932, 1949) to have called the attention of
learning research to the purposive character of instrumental behaviour. Tolman
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argued that animals not only acquire knowledge about reinforcements of actions
in situations but also about their outcomes, which he identified as ‘‘means–end
readiness’’. If, according to his reasoning, an outcome is expected that currently
is of some value for the animal, the action is addressed that has been stored as
being a means to the end of the ‘‘desired’’ outcome. The obvious contradiction
of this approach to the traditional S–R theories provoked a more thorough
analysis of the extent to which the various associations between the situation (S),
the response (R), and the outcome (O) contribute to instrumental behaviour.

If animals are trained with only one reinforcer (O), it is difficult to distinguish
the contribution of S–R and R–O associations on the resulting instrumental
behaviour. If, for example, a rat is trained to press a lever for food, it is equally
possible that lever pressing is triggered by the situation as by a desire for the
food pellets. Thus, in order to disentangle the influence of S–R and R–O
associations, multiple R–O contingencies have been trained and subsequently
the value of a certain outcome has been changed. If the initial training estab-
lished only S–R habits, the propensity to perform the formerly reinforced
responses should not be changed by the manipulation of outcome values. By
contrast, if training has led also to the formation of R–O associations, the
propensity to perform the different responses should be altered in correspon-
dence to the changed value of their outcomes.

Consider, for example, a study by Colwill and Rescorla (1985): Rats were
first contingently reinforced with food pellets after performing R1 and with a
sucrose solution after R2. Once instrumental training had occurred, one of the
two reinforcers (outcomes) was devalued by associating it with a mild nausea.
Finally, the rats were again given a choice between the two responses, but with
all outcomes omitted. In this test-phase the rats showed a clear suppression of
performing the response the outcome of which had been devalued. Obviously,
the rats had not only associated two responses with a situation wherein these
were reinforced (S–R1 and S–R2), but they had also learned which response
leads to which outcome (R1–food pellets, R2–sucrose solution), so that they were
able to selectively avoid performing the response of that outcome which had
been devalued.

There are numerous studies which have used the devaluation technique under
yet more sophisticated settings (see Dickinson, 1994; Pearce, 1997; Rescorla,
1990, 1991, 1995 for recent reviews). Although there is evidence for the con-
tribution of S–R and S–O associations on the resulting behaviour, the evidence
for the formation of response–outcome associations is by far the strongest. Thus,
it seems appropriate to conclude that associations between responses and their
contingent outcomes are a central part of the representations that are formed by
animals in instrumental learning.

Since the late 1970s response–outcome learning has also been established as
an experimental paradigm in human learning (Allan, 1980; Allan & Jenkins,
1980; Alloy & Abramson, 1979; Dickinson, Shanks, & Evenden, 1984; Shanks,
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1985; Shanks & Dickinson, 1987; Wasserman, Chatlosh, & Neunaber, 1983;
Wasserman, Elek, Chatlosh, & Baker, 1993). Typically, in these experiments
subjects were presented with a number of trials on each of which they could
perform or not perform a particular response (e.g., a key-press) and subsequently
observe whether or not a certain event (e.g., a light) appeared as an outcome.
The critical variation concerns the contingency between the response and the
outcome, i.e., the probability p(O/R) of an outcome (O) given the performance
of the response (R), and the probability p(O/:R) of an outcome given that the
response is not performed. The task of the subjects is to judge the effectiveness
of the action in controlling the outcome. Although judgements have been shown
to be biased by several factors, they are generally found to be highly correlated
with the difference between both probabilities Dp = p(O/R) 7 p(O/:R), i.e. with
one of the normative measures of the contingency between two binary variables.

Although this finding clearly indicates that humans are sensitive to response–
outcome contingencies, it hardly says much about the contribution of R–O
learning to instrumental behaviour, as the experimental settings differ too much
from the conditions of ordinary goal-oriented behaviour. First, subjects con-
tinuously watch the contingency between only one response and one outcome,
whereas humans usually aim for steadily changing goals facing multiple R–O
contingencies. Second and more important, subjects are explicitly instructed to
judge the strength of the experienced R–O contingencies, and it is by no means
surprising that they adopt appropriate strategies in order to do so. In contrast, in
ordinary behaviour settings the task is not to judge R–O contingencies but to learn
what to do in order to attain various goals. Thus, it is more than questionable
whether subjects incidentally learn in the same way about multiple R–O con-
tingencies as they explicitly learn if required to judge a single R–O contingency.

The present experiments were designed in order to examine the status of R–O
learning in humans under experimental settings which at least resemble the
circumstances of ordinary voluntary behaviour. On individual trials subjects were
presented with one of several initial conditions and they were asked to perform
one of several actions, resulting in the occurrence of one of several outcomes.
Moreover, in each individual trial one of the possible outcomes was defined as the
goal currently to be reached (i.e., the other outcomes were ‘‘devalued’’). We were
interested to examine what knowledge subjects abstract from their behavioural
experiences in order to learn how to behave appropriately. Moreover, we were
especially interested to disentangle the contribution of S–R and R–O associations
on the resulting representations that control performance.

GENERAL METHOD

Subjects had to accomplish a computer-controlled learning task that required
them to learn which action achieves which goal under which initial condition.
There were four initial conditions, illustrated by displaying one of four start
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symbols in the lower left-hand corner of the screen (see Figure 1). There were
also four different goals, illustrated by displaying one of four goal symbols in
the lower right-hand corner of the screen. Finally, four different actions were
available—the pressing of one of four keys on the computer keyboard. Subjects
could choose freely among the four keys in each trial and they were told that
they should try to select respectively that key that would attain the given goal in
the presence of the given start symbol.

The experimental variations first concerned the assignment of reinforcements
to the four actions in each of the 16 combinations of start and goal symbols. In
Experiments 1 and 2, two reinforcement schedules were applied: In a so-called
S–R condition, each of the four keys was consistently reinforced if selected in
the presence of a certain start symbol. In a so-called R–O condition, each of the
four keys was consistently reinforced if selected in the presence of a certain goal
symbol. Both conditions require learning of a simple mapping of the keys to
either the start or the goal symbols in order to always act correctly. In Experi-
ment 3, both schedules were applied again but with the overall R–O con-
tingencies changed. Finally, in Experiment 4 a ‘‘mixed condition’’ was applied,
comprising both consistent reinforcements of S–R mappings and only frequent
reinforcements of R–O mappings.

The second variation concerned the way in which reinforcements were fed
back. In Experiment 1, subjects received feedback only on whether the selected
key was the correct or an incorrect one. In contrast, in Experiments 2–4, key-
presses resulted in the presentation of another symbol on the screen, which was
to be compared with the current goal symbol. A key-press was reinforced if it
resulted into the presentation of the goal symbol again, i.e., if the outcome

Figure 1. The left-hand side shows a typical situation from Experiment 1 after selecting a response
key. Subjects were informed only about whether the selected key was correct or not. On the right-
hand side an illustration of the same situation from Experiment 2 is given. Here, the subjects
experienced the concrete effects of their actions.
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symbol was identical to the goal symbol. In all experiments the mean percentage
of correct keys over the learning course and the mean number of trials needed to
reach a criterion of 16 consecutive correct key-presses were measured as the
dependent variables.

EXPERIMENT 1

In each trial, subjects were presented with a certain start symbol and a certain
goal symbol. They were required to press one of four keys in order to attain the
current goal. Feedback was provided about whether the current key-press was
correct or not. There were two reinforcement schedules: In the S–R condition,
each key was consistently reinforced in the presence of a certain start symbol; in
the R–O condition, each key was consistently reinforced in the presence of a
certain goal symbol. Thus, the ‘‘solution’’ was in both cases a mapping of the
four keys to either the four start or the four goal symbols.

Method

Subjects. Thirty students from an introductory psychology course served as
subjects. The S–R and R–O conditions were randomly assigned to two sub-
groups of 15 subjects each.

Stimuli and procedure. Four different symbols (A, B, C, and D) were used
as start as well as goal symbols (see Figure 1). In consecutive runs of 16 trials
each, the 16 possible start–goal combinations were presented in random order.
The start symbol was presented first, and after a delay of 1000 ms the goal
symbol was presented. Subjects were required to press one of four keys on a
computer keyboard (keys ‘‘d’’, ‘‘f’’, ‘‘j’’, and ‘‘k’’) in order to attain the given
goal. Choosing the correct key was reinforced by the word ‘‘correct’’ displayed
in the upper middle of the screen. Additionally, an ascending melody was
played. If a wrong key was pressed, the word ‘‘wrong’’ was displayed together
with a descending melody. The next trial was to be initiated by pressing the
space key. In the S–R condition, the keys ‘‘d’’, ‘‘f’’, ‘‘j’’, and ‘‘k’’ were correct
if the symbols A, B, C, and D, respectively, were presented as the start symbol.
In the R–O condition the keys ‘‘d’’, ‘‘f’’, ‘‘j’’, and ‘‘k’’ were correct if the
symbols A, B, C, and D, respectively, were presented as the goal symbol.
Subjects received no hint at any kind of systematicity, they were merely
instructed to select respectively those keys that would allow them to attain the
current goal, and that the experiment would end after 256 trials (i.e., 16 runs of
16 individual trials) or if they accomplished 16 correct key-presses in a row.
Following the learning phase, subjects were asked about any strategy they might
have used and whether they could indicate any rule for the selection of the right
key.
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Results

All subjects, except for one in each group, accomplished the learning task within
the limit of 256 trials. The mean number of trials to criterion amounted to 86.8 in
the S–R group with a standard error (SE) of 18.3 and to 101.6 in the R–O group
(SE 19.50).1 The difference is not significant [t(28) = .56, p < .583]. Figure 2
shows the percentage of correct trials plotted against blocks of four trials each,
whereby subjects who had fulfilled the criterion were assumed to be always
correct after that. The data show a slightly steeper learning curve for the S–R
group, but the difference is not significant [F(1, 28) < 1]. Only one subject in the
S–R group could not indicate the correct rule after the learning session, and it
was due to this subject that the S–R group did not reach 100% correct trials.

Discussion

Subjects quickly learned that each of the four key-presses was successful only if
a certain start symbol (S–R condition) or a certain goal symbol (R–O condition)
was present. This finding is consistent with the key-presses being determined by
S–R associations as well as by conditionalised R–O associations. From the
perspective of S–R learning, the key-presses became associated with those
symbols that were present in correct trials so that either the start or the goal

1 Subjects who did not reach the criterion are assigned the total number of trials (256).

Figure 2. Learning curves for the S–R condition (triangles, dotted line) and for the R–O condition
(circles, solid line) plotted against blocks of four trials each, Experiment 1.
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symbols increasingly triggered those keys that had always been reinforced in
their presence. In terms of R–O learning, however, conditionalised ‘‘key–
success’’ relations may have been learned: Subjects experienced that all keys
sometimes led to the desired outcome, i.e., to positive feedback, and sometimes
not, so that they tried to work out under which ‘‘conditions’’ each key produced
the desired outcome. The data reveal that they can do so equally successfully
regardless of whether the critical conditions refer to the start or the goal
symbols.

Remember that subjects were instructed to ‘‘attain’’ the current goal, which
explicitly directed attention towards the goal symbols. Thus, it was to be
expected that subjects would learn somewhat faster in the R–O condition than in
the S–R condition. However, in the R–O condition subjects learned even more
slowly than in the S–R condition. The attentional bias for the goal symbols, set
by the instruction, was presumably equalised by presenting the start symbols
first and by a tendency to encode the symbols from left to right. Subjects might
also have replaced the instructed intention to attain the current goal, which
mostly changed from trial to trial, by the constant and only feasible intention for
receiving positive feedback, so that both symbols were likewise considered as
being initial conditions, despite their different designation as start and goal
symbols. In any case, the data of Experiment 1 indicate no difference between
learning under the S–R and the R–O condition, so that they provide no hint for a
different impact of S–R and R–O associations on performance.

EXPERIMENT 2

The settings of Experiment 1 were purposely chosen so that subjects had only
the kind of information available that is, according to the law of effect, exclu-
sively used in instrumental learning, namely whether an action is or is not
reinforced. In daily behaviour, however, actions always lead to concrete out-
comes, additional to reinforcement information. More precisely, it is the cor-
respondence of actual to desired outcome that makes an action successful.
Experiment 2 was designed in order to approach these more ‘‘true to life’’
conditions. Each key-press now resulted in the presentation of one of the four
symbols on the screen just above and in the middle of the start and the goal
symbol (see Figure 1). Subjects were again required to aim in each trial for the
present goal. They were also told that a key-press would successfully attain the
goal if its outcome symbol was identical to the given goal symbol. Thus, like in
daily behaviour, it is the correspondence between the actual and the desired
outcome of the performed action that makes it successful.

In order to meet the reinforcement schedule of the S–R condition of
Experiment 1, the four symbols were assigned to the outcomes of the four key-
presses as shown in Table 1: For each start symbol there was a certain key that
always resulted into the presentation of the present goal symbol again, regard-
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less of which goal symbol it was. Moreover, the same key never resulted into the
presentation of the required goal symbol if another start symbol was present. For
example, if the start symbol A was present, key ‘‘d’’ led to symbol A if A was
the goal symbol; it led to symbol B if B was the goal symbol, etc. However, if
another start symbol was present, pressing key ‘‘d’’ was never correct. For
example, if the start symbol B was present and the goal symbol A was required,
key ‘‘d’’ led to symbol D; if B was required symbol C resulted, etc. (cf., Table
1). Thus, as in the S–R condition of Experiment 1, each key was consistently
reinforced in the presence of a certain start symbol.

Table 2 shows the assignment of the four symbols to the outcomes of the four
keys in order to meet the R–O condition of Experiment 1: for each goal symbol
there was now a certain key that always resulted into the presentation of the
same symbol, regardless which start symbol was currently present. For example,
the key ‘‘d’’ and only this key was always successful if symbol A was the goal;
the key ‘‘f’’ and only this key was always successful if symbol B was the goal,
etc. (cf., Table 2). Again, as in the R–O condition of Experiment 1, each key was
consistently reinforced in the presence of a certain goal symbol.

A comparison of Tables 1 and 2 reveals that despite the fact that reinforce-
ments (the grey cells) are likewise consistently assigned onto either S–R or R–O

TABLE 1
Structure of the reinforcement schedule for the S± R condition of

Experiment 2

Result/symbol + ascending or descending melody

Start Goal Key ‘‘d’’ Key ‘‘f ’’ Key ‘‘j’’ Key ‘‘k’’

A A D D D

A
B B C C C
C C A A A
D D B B B

A D A D D

B
B C B C C
C A C A A
D B D B B

A D D A D

C
B C C B C
C A A C A
D B B D B

A D D D A

D
B C C C B
C A A A C
D B B B D
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mappings, the two schedules differ with regard to the action–outcome relations.
In the S–R condition (Table 1) each key leads to the presentation of every
possible symbol. In contrast, in the R–O condition (Table 2), each key leads
always to the same symbol. We were interested to see whether or not this
difference in the contingencies of the experienced R–O relations influences
learning in comparison to Experiment 1. If learning is based exclusively on
reinforcement information, the same results are to be expected because
reinforcements are scheduled in the same way as in Experiment 1. If, however,
learning takes R–O relations into account, it is to be expected that contingent
R–O relations will support learning and non-contingent R–O relations will
impair it.

Method

Subjects and design. Thirty undergraduate psychology students participated
in this experiment; none of them had participated in the first experiment. They
were randomly assigned to two groups of 15 subjects each. Subjects from one
group were exposed to the S–R condition (see Table 1); subjects from the other
group were exposed to the R–O condition (see Table 2).

TABLE 2
Structure of the reinforcement schedule for the R± O condition of

Experiment 2

Result/symbol + ascending or descending melody

Start Goal Key ‘‘d’’ Key ‘‘f ’’ Key ‘‘j’’ Key ‘‘k’’

A A B C D
B

A
A B C D

C A B C D
D A B C D

A A B C D
B

B
A B C D

C A B C D
D A B C D

A A B C D
B

C
A B C D

C A B C D
D A B C D

A A B C D
B

D
A B C D

C A B C D
D A B C D
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Procedure. The procedure was almost the same as in Experiment 1, except
that after each key-press another symbol was presented additionally to the
ascending or descending melody, which again indicated reinforcement or
punishment of the current key-press.

Results

All subjects from the R–O group managed the learning task within the limit of
256 trials and indicated the correct rule after the learning session. The mean
number of trials to criterion amounted to 62.5 (SE 6.15). In the S–R group only 3
of the 15 subjects accomplished the learning task within the limit of 256 trials
and these subjects also indicated the correct rule after learning. The remaining
12 subjects neither reached the criterion nor did they report any systematic
strategy. Instead, they reported that they despaired more and more and some of
them were convinced that there was no solution at all and that they had been
fooled by the experimenter. If one assigns the maximal number of trials (256) to
subjects who did not reach the criterion (as in Experiment 1), the mean number
of trials to criterion amounted to 243.5 (SE 8.45). The difference between both
groups is significant [t(28) = 717.3, p < .0001].

Figure 3 shows the percentage of correct trials plotted against blocks of four
trials separately for both groups. Subjects who reached the criterion were
assumed to always be correct after that. The data confirm that subjects in the

Figure 3. Learning curves for the S–R condition (triangles, dotted line) and for the R–O condition
(circles, solid line) plotted against blocks of four trials each, Experiment 2.
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R–O group quickly learned which key was to be pressed in order to attain the
current goal. In contrast, in the S–R group the random rate of 25% trials correct
is exceeded late in the course of learning, due to the three subjects who learned
the S–R mappings. The two learning curves differ significantly from each other
[F(1, 28) = 321.27, p < .0001].

In order to compare the data of Experiment 1 and 2 an ANOVA with the
variables Experiment (1 and 2) and condition (S–R and R–O) as between-subject
factors was calculated. In addition to significant main effects of both factors
[Experiment: F(1, 56) = 21.023, p < .001; Condition: F(1, 56) = 46.886,
p < .0001], there is a significant interaction [F(1, 56) = 54.681, p < .0001].
Whereas learning under the R–O condition was accelerated in Experiment 2
[t(16.76) = 71.91, p < .073], learning under the S–R condition was dramatically
impaired [t(28) = 7.76, p < .0001].

Discussion

The results of Experiment 2 clearly show that experiencing concrete outcomes
of the key-presses differentially influenced learning under the reinforcement
schedules of the S–R and the R–O condition. In comparison to Experiment 1,
where only successes and failures were fed back, learning in the R–O condition
was somewhat facilitated, whereas learning in the S–R condition was sub-
stantially impaired. Most subjects in the S–R group remained completely blind
to the consistent reinforcement of the S–R mappings. Moreover, subjects were
very surprised when we uncovered the simplicity of the rule after the experi-
ment, and they could not believe that they had not detected it, although many of
them claimed that they had searched for a dependency between the success of
the keys and the start symbol.

The amazing differences between the reinforcement schedules indicate that
experiencing concrete outcomes has a strong impact on learning. As subjects
now are required to compare the respective goal symbol with the outcome
symbol in order to check the success of the key, they necessarily attend the
outcomes of their key-presses. Thus, it is not astonishing that the R–O rule is
easily learned: Subjects experience that each of the four keys always results into
the presentation of a certain one of the four symbols, which quickly leads to the
formation of four contingent R–O relations. If a certain goal symbol is then
presented, that key is pressed that has been experienced to result into the pre-
sentation of the desired symbol.

It is, however, striking that the equally consistent reinforcement of S–R
mappings, which were easily learned in Experiment 1, are now almost impos-
sible to learn. Only three of the fifteen subjects of the S–R group realised that
each key was consistently reinforced under the presence of a certain start
symbol. All other subjects, even after 256 individual trials, remained blind to the
consistent reinforcement of the four S–R mappings. If subjects had monitored

138 STOCK AND HOFFMANN



the reinforcements irrespective of the concrete goal–outcome relations they were
based on, the S–R rule would have been as easily learned as in Experiment 1.
However, as our data suggest, it seems to be exactly this abstraction from the
goal–outcome relations that is almost impossible to accomplish.

Figure 4 illustrates a tentative learning schema that accounts for the effi-
ciency of reinforcements in the R–O condition as well as for the inefficiency of
reinforcements in the S–R condition (cf., Hoffmann, 1993; Hoffmann & Sebald,
2000; Hoffmann & Stock, 2000). We assume that if the reinforcement of an
action depends on the correspondence of its outcome to what the actor strives
for, i.e., to the desired outcome, correspondences primarily lead to a strength-
ening of associations between the performed action and the desired outcome that
has been reached. In other words, associations between actions and reinforced
outcomes are formed, so that the actions become represented as being instru-
mental to attain certain desired outcomes. As reinforcements trigger the for-
mation of R–O associations, simultaneous formation of the likewise reinforced
S–R relations is blocked. Consequently, in the present experiment, subjects
easily form the consistently reinforced R–O associations but they have no
chance to form the likewise consistently reinforced S–R associations.

Figure 4. Tentative learning schema to account for the results of Experiment 2. Odes = desired
outcome = goal symbol; Ores = resulting outcome of the current key-press.
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Furthermore, we assume that the situational context is taken into account only
secondarily if R–O relations are not consistently reinforced. So, if a certain
action sometimes allows attainment of a certain goal and sometimes not, the
actor starts to search for critical features in the situational context that might be
responsible for the success or the failure of the corresponding action. If such
features are found, the R–O relations are conditionalised, i.e., S–(R–O) triplets
are formed (cf., Rescorla, 1990, 1991 for a similar argument in animal learning).
This is what presumably happens if subjects are exposed to the S–R condition.
They experience for each key that it sometimes results in the presentation of a
certain goal symbol and sometimes not, so that they try to find out, inasfar it
depends on the present start symbol, whether or not a certain key successfully
attains a certain goal. If subjects had to manage the S–R condition by such
conditionalised R–O relations, at least 16 S–(R–O) triplets would have to be
formed. This is a task far too complex to be solved in such a limited number of
trials here.

It can be suspected that the difficulty of the S–R rule might be more parsi-
moniously accounted for by arguing that subjects simply did not take notice of
the start symbols because they were required to compare the outcomes of their
key-presses with the present goal symbols. Although this consideration is in
contrast to what subjects reported, we nevertheless looked for a possibility to
compensate for this attentional bias in order to rule out a pure attentional
account. In Experiment 3 the S–R condition was modified in such a way that
key-presses frequently led to the presentation of the current start symbol. The
frequent identity of the start symbols to the outcome symbols should attract
attention so that it should be more likely for subjects to take notice of the start
symbols. Consequently, if only attention matters, learning in the S–R condition
should be likewise easy as learning in the R–O condition.

Another suspicion regards differences in the information subjects can gain
from errors. As under the R–O condition of Experiment 2 each key always
results in the presentation of the same symbol (cf., Table 2), subjects could
learn about the critical R–O relations not only by hits but also by failures. For
example, if key ‘‘f’’ has produced symbol B when goal symbol C was
required, despite the error subjects gain the correct information that key ‘‘f’’
is appropriate to produce B. In contrast, under the S–R conditions, subjects
could not gain any useful information about the critical S–R relations from
errors. For example, if key ‘‘f’’ failed in the presence of the start symbol C,
no information at all is provided about another start symbol in the presence of
which the key ‘‘f’’ might be appropriate. Thus, it can be suspected that the
R–O relations are easy to learn because they are consistently confirmed in
hits and errors, whereas the S–R relations are hard to learn because they are
only confirmed in hits. In order to control for this difference, in Experiment 3
the R–O condition is modified so that the critical R–O relations are no longer
confirmed in errors.

140 STOCK AND HOFFMANN



EXPERIMENT 3

In Experiment 3 subjects again were exposed to either the S–R or the R–O
condition. In contrast to Experiment 2, however, the S–R condition was realised
in such a way that incorrect key-presses, whenever possible, resulted in the
presentation of the current start symbol (cf., Table 3). As a consequence, in 40
out of the total of 64 start-goal-key combinations the start symbol was presented
as the outcome of the performed key-press. As identical symbols should attract
attention, the start symbols should be more likely to be considered as being
critical for the success of the key-presses.

The R–O condition was also modified in comparison to Experiment 2: In
those cases in which the key-presses were incorrect, they no longer resulted in
the presentation of always the same symbol but rather in the presentation of the
remaining three symbols with equal frequency. Consequently, the overall R–O
relations were as inconsistent as in the S–R rule, i.e., each key resulted in the
presentation of every possible symbol (cf., Table 4). Another consequence of
this manipulation is that subjects now could no longer learn about the critical
R–O relations from errors. For example, if key ‘‘f’’ led to symbol D when the
goal symbol C was required, this error now did by no means indicate that key
‘‘f’’ is appropriate to produce D, as in order to produce D, key ‘‘k’’ was to be

TABLE 3
Structure of the reinforcement schedule for the S± R condition of

Experiment 3

Result/symbol + ascending or descending melody

Start Goal Key ‘‘d’’ Key ‘‘f ’’ Key ‘‘j’’ Key ‘‘k’’

A A B C D

A
B B A A A
C C A A A
D D A A A

A B A B B

B
B A B C D
C B C B B
D B D B B

A C C A C

C
B C C B C
C A B C D
D C C D C

A D D D A

D
B D D D B
C D D D C
D A B C D
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pressed. Thus, errors do not only provide no information (as in the S–R rule),
they rather provide misleading information about the R–O relations to be
learned. Consequently, learning under the modified R–O condition should be
substantially impaired if defectively produced outcomes are also taken into
account in the formation of R–O associations.

Note, that according to the tentative learning schema of Figure 4, learning is
primarily driven by reinforced key-outcome relations, i.e., the keys are above all
associated to desired outcomes (goal symbols) that have been attained. With
regard to these reinforced key-outcome relations, however, the modified R–O
condition of Experiment 3 is identical to the R–O condition of Experiment 2: It
is again the case that if subjects aim for a certain goal symbol, there is a certain
key that consistently allows them to do so, i.e., the corresponding R–O relation
is consistently reinforced. Thus, if learning indeed primarily depends on the
reinforcements of these goal-related, or so to speak ‘‘intentionally nested’’, R–O
contingencies, the abolition of the overall R–O contingencies in Experiment 3
should not matter much.

Altogether, Experiment 3 compares learning under the S–R and the R–O
conditions under more equalised conditions than Experiment 2. First, the overall
R–O relations in the R–O condition are equally inconsistent, as in the S–R

TABLE 4
Structure of the reinforcement schedule for the R± O condition of

Experiment 3

Result/symbol + ascending or descending melody

Start Goal Key ‘‘d’’ Key ‘‘f ’’ Key ‘‘j’’ Key ‘‘k’’

A A C D B
B

A
A C D B

C A C D B
D A C D B

A D B A C
B

B
D B A C

C D B A C
D D B A C

A B D C A
B

C
B D C A

C B D C A
D B D C A

A C A B D
B

D
C A B D

C C A B D
D C A B D
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condition. Second, in both conditions errors provide either no or misleading
information about the S–R or R–O relations to be learned. Finally, in the S–R
condition the frequent presentation of outcomes that are identical to the start
symbol should compensate for the attentional bias in favour of the goal symbols.

Method

Subjects. Thirty students from an introductory psychology course served as
subjects. None of them had taken part in any of the earlier studies. The S–R and
the R–O conditions were randomly assigned to two sub-groups of 15 subjects
each.

Procedure. The experimental procedure was identical to that of Experi-
ment 2.

Results

In the S–R group, six of the fifteen subjects accomplished the learning task
within the limit of 256 trials and these subjects also indicated the correct rule.
The remaining nine subjects found the task as difficult as the majority of sub-
jects who dealt with the S–R condition in Experiment 2 had done. If one assigns
the maximal number of trials (256) to subjects who did not reach the criterion
(as in the previous experiments), on average 216.7 (SE 15.22) trials to criterion
were taken, which does not significantly differ from the mean number of trials to
criterion in Experiment 2 (243.5, SE 8.45), [t(21.89) = 1.53, p = .139]. Likewise,
the learning curves do not differ significantly in both Experiments, [F(1, 28) =
1.805, p = .190].

In the R–O group all subjects except one reached the criterion and indicated
the correct rule. The mean number of trials to criterion increased from 62.5 in
Experiment 2 to 120.2 (SE 18.75) in Experiment 3. This difference is significant,
[t(16.98) = 72.92, p < .010], and also the learning curves differ significantly
between both experiments, [F(1, 28) = 7.345, p < .011].

Although in comparison to Experiment 2, the S–R condition was somewhat
easier and the R–O condition was somewhat more difficult to accomplish, there
is still a substantial and significant advantage of learning under the R–O con-
dition, [t(19.47) = 5.99, p < .0001, for the mean number of trials to criterion, and
F(1, 28) = 47.838, p < .0001 for the learning curves, cf., Figure 5].

Discussion

The experimental manipulations of Experiment 3 were both effective: The fact
that under the S–R condition the outcomes of the key-presses were almost
always identical to the start symbol did indeed attract attention. Most subjects
spontaneously reported that they had noticed this, so that the start symbols were
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presumably attended to more strongly than in Experiment 2. Correspondingly,
learning was somewhat improved. However, despite the fact that the start
symbols attracted attention, the majority of subjects still remained blind to the
consistent reinforcement of the critical S–R mappings. Thus, we conclude that
the difficulties in accomplishing the S–R condition are not exclusively due to an
attentional bias. No doubt, if we were to explicitly instruct the subjects to search
for the dependency of reinforcements from the start symbol, subjects would
learn the critical S–R mappings as easily as they learn the critical R–O mappings
(cf., Experiment 1). Thus, the point we want to make is not that S–R relations
per se are difficult to learn. Rather, we argue that if subjects pursue changing
goals and if the success of their actions depends on the correspondence between
outcomes and goals, learning is focused on the formation of associations
between actions and reinforced outcomes. Consequently, the formation of
simple S–R associations is blocked, even if subjects attend to the critical
situational context.2

With regard to the modified R–O condition, the data show that the abolition
of the overall R–O contingencies of Experiment 2 does significantly delay

Figure 5. Learning curves for the S–R condition (triangles, dotted line) and for the R–O condition
(circles, solid line) plotted against blocks of four trials each, Experiment 3.

2 Following the suggestion of one of the reviewers, we performed another experiment in order to
examine whether learning under the R–O conditions can be also blocked if subjects are explicitly
instructed to find out how far the success of the keys depends on the current start symbol. The results
clearly show that the formation of R–O associations is not blocked. The mean number of trials to
criterion amounts to 48.5.
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learning. Obviously, the formation of consistent R–O relations is supported if
the keys always result in the same outcome irrespective of whether this outcome
is intended or not. However, the data also show that overall R–O contingency is
not necessary in order to accomplish the R–O condition: All subjects (except
one) still learned that for each goal there is a certain key that allows its
attainment. This finding is consistent with the assumption that the formation of
R–O relations relies primarily on successful key presses, i.e., on reinforcement
trials (cf., Figure 4). In other words, if a certain key is consistently reinforced
every time a certain goal is aimed for, this is sufficient to represent the corre-
sponding key as being instrumental for attaining the corresponding goal, even if
the key results into various other outcomes if other goals are aimed for.

EXPERIMENT 4

The priority of the formation of R–O over S–R associations has been so far
demonstrated in comparing learning under conditions in which either S–R
mappings or R–O mappings were consistently reinforced. In Experiment 4,
subjects were exposed to a mixed reinforcement schedule which comprises both
consistent reinforcements of S–R relations and only partly consistent
reinforcements of R–O relations. There was, so to speak, an optimal S–R
solution and a sub-optimal R–O solution of the learning task. If, as we assume,
reinforcements are primarily referred to R–O instead of to S–R relations, sub-
jects should increasingly behave according to reinforced R–O relations, despite
them not being consistently reinforced.

Method

Subjects. Fifteen undergraduate psychology students participated in this
experiment. None of them took part in any of the preceding experiments.

Procedure. The procedure was the same as in the previous experiment,
except for the assignment of the four symbols to the outcomes of the four keys
(cf., Table 5). There was again a consistent reinforcement of S–R relations, as
the keys ‘‘d’’, ‘‘f’’, ‘‘j’’, and ‘‘k’’ were always correct if the respectively start
symbols A, B, C, and D were present. Moreover, the R–O relations were also
systematic to some extent, as each key produced a certain symbol more
frequently, i.e., keys ‘‘d’’, ‘‘f’’, ‘‘j’’ and ‘‘k’’, respectively, produced the
symbols A, B, C, and D in nine of sixteen cases. If one considers the goal-
dependent R–O contingencies, which have been shown to be decisive for
learning in Experiment 3, each goal symbol could be consistently attained by a
certain key except in one of four cases. For example if symbol A is required, key
‘‘d’’ is always successful, except if the start symbol D is present, i.e., the goal-
dependent reinforcement rate of the key amounts to 75%. In summary, the
present learning task can be accomplished either by mapping the keys to the four
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start symbols, or by mapping the keys to the four goal symbols and by
additionally learning the correct keys for the respective exceptions.

Results

Four of the fifteen subjects accomplished the learning task within the limit of
256 trials. Three of them indicated that they had adapted to an S–R rule in the
course of learning. These three subjects needed 166 (SE 28.16) trials to criterion
on average. The remaining 12 subjects took 243.5 (SE 12.5) trials to criterion on
average and they reported no concrete strategy. However, most of these subjects
reported that they had noticed that the keys predominantly resulted in the pre-
sentation of a certain symbol and that there was not enough time to figure out the
respective exceptions. None of them noticed any relation between the start
symbols and the respective correct keys. Thus, the verbal reports suggest that
most subjects relied preferably on the experienced relations between keys and
the correctly produced symbols, i.e., on R–O relations.

Further analysis was performed in order to validate the verbal reports by
behavioural data. In order to do so, a type of data analysis was needed that
allows one to assess whether or not individual key-presses are based on
reinforced S–R or R–O relations. For such an analysis, only those constellations
of start and goal symbols that can be responded to either with a key according to

TABLE 5
Structure of the mixed reinforcement schedule of Experiment 4

Result/symbol + ascending or descending melody

Start Goal Key ‘‘d’’ Key ‘‘f ’’ Key ‘‘j’’ Key ‘‘k’’

A A B C A

A
B B B C A
C C B C A
D D B C A

A A A B D

B
B A B B D
C A C B D
D A D B D

A A C A D

C
B A C B D
C A C C D
D A C D D

A D B C A

D
B D B C B
C D B C C
D D B C D
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the consistently reinforced S–R relations, or with another key according to the
frequently reinforced R–O relations, are suitable. Consider, for example, the
case in which the start symbol B and the goal symbol A are present. Subjects are
correct if they press either key ‘‘d’’ or key ‘‘f’’. As pressing key ‘‘d’’ corres-
ponds to the fact that key ‘‘d’’ is frequently reinforced if goal A is to be attained,
it indicates the use of an R–O rule. On the other hand, pressing key ‘‘f’’ cor-
responds to the fact that key ‘‘f’’ is consistently reinforced in the presence of the
start symbol B, indicating the use of an S–R rule. There were eight such cases in
which the choice of one of two correct keys indicates that the key is selected
either according to S–R or R–O associations. These eight cases are printed in
italics and underlined in Table 5.

The total number of key-presses that indicated a choice according to R–O
associations was divided by the total number of key-presses indicating a choice
according to S–R associations. This results in what we call the goal dependency
index (GDI). If the index exceeds the value of 1, it indicates that subjects relied
more on R–O associations, and if the index is below the value of 1, it indicates
that subjects relied more on S–R associations. Figure 6 shows the mean GDI
calculated over blocks of 64 trials (i.e., 32 critical cases) for those 12 subjects
who reported no concrete strategy and for the 3 subjects who reported to have
adapted to an S–R rule, separately. An ANOVA reveals that the GDI for the
group of 12 subjects significantly increases in the course of learning, reaching a

Figure 6. Goal dependency index (GDI) plotted against blocks of 64 trials each. The GDI is
separated to those 12 subjects who reported no concrete strategy (circles, solid line) and to the three
subjects who recognised the S–R condition (triangles, dotted line).
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mean value of 4.06 in the last block of 32 critical cases, [F(3, 21) = 9.547, p <
.001]. This confirms that these subjects indeed increasingly behaved in accor-
dance with reinforced R–O relations. The GDI of the other three subjects lies
below 1, but it did not change in the course of learning, [F(2, 14) < 1]. This
confirms that these subjects mostly (but not always) behaved in accordance with
reinforced S–R relations.

Discussion

The results of Experiment 4 confirm that most subjects relied more on relations
between their key-presses and successfully produced symbols than on relations
between start symbols and successful key-presses. Twelve of fifteen subjects
increasingly preferred that one of two similarly successful keys that was fre-
quently reinforced in the presence of the current goal symbol instead of that key
that was always reinforced in the presence of the current start symbol. As a
consequence, these subjects decreasingly experienced cases in which the keys
they had selected were consistently reinforced in the presence of a certain start
symbol so that they remained blind to the S–R relations that would have allowed
them to handle the task in a very easy way.

GENERAL DISCUSSION

The present experiments departed from the ideomotor hypothesis, according to
which the acquisition of behavioural competence is based on the formation of bi-
directional action–outcome associations (R–O), so that once an R–O association
has been established the desire for the outcome addresses that action which has
been learned as resulting in the desired outcome. Recently, several studies have
confirmed that the (re)activation of a formerly experienced outcome does indeed
facilitate the initiation of the action that consistently resulted in this outcome
before (cf., Hommel, 1996, 1998; Kunde, 2000; Kunde, Hoffmann, & Zellmann,
1999, in press; Prinz, 1990, 1997, 1998). Although these findings have revived
the discussion of the ideomotor hypothesis, the formation of R–O relations is a
topic of interest only in animal learning so far (Dickinson, 1994; Holland, 1992;
Rescorla, 1990, 1991). In human associative learning, concept formation, cov-
ariation learning (including response–outcome covariations), and serial learning
dominate the scientific dispute, i.e., paradigms that primarily deal with learning
of structural dependencies between stimuli (see Shanks, 1995 for a recent
overview). The present study was inspired by the conviction that a systematic
investigation of the learning mechanisms that underlie the acquisition of
knowledge for the control of goal-oriented behaviour is also needed (cf.,
Hoffmann, 1993).

In four experiments, subjects had to accomplish a computer-controlled
learning task. In each trial an initial condition was illustrated by presenting one
of four start symbols on the screen. Moreover, a certain goal to be reached was
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given by displaying one of four goal symbols. Finally, four different actions
were available, consisting of pressing one of four keys. Pressing a key resulted
in the presentation of another symbol on the screen (except in Experiment 1).
Subjects were required to select the key that would result in the presentation of
the current goal symbol, i.e., key-presses were reinforced if their outcome was
identical to the goal and they were punished if the two symbols did not corre-
spond. Thus, the experiments resemble the ubiquitous requirement to learn what
to do in order to meet changing goals under changing conditions. As we were
especially interested to disentangle the contribution of S–R and R–O associa-
tions on what subjects learn, the correct keys were either mapped onto the start
symbols (S–R condition) or onto the goal symbols (R–O condition). In the S–R
condition each key was consistently reinforced when a certain start symbol was
present, and in the R–O condition each key was consistently reinforced when a
certain goal symbol was present.

Experiment 2 shows that a consistent reinforcement of R–O relations results
in fast learning. In contrast, the equally consistent reinforcement of S–R
relations are not learned at all by the majority of subjects. Most subjects
remained completely blind to the reinforced S–R relations and despaired during
the course of the task. Experiment 3 shows that consistent reinforcements of S–R
relations remain ineffective for most subjects even if attention is directed to the
critical start symbol. Experiment 3 also reveals that the consistent reinforcement
of R–O relations remains effective even if the R–O contingencies are abolished
in unsuccessful trials. Finally, Experiment 4 shows that if subjects experience
both a consistent reinforcement of S–R relations and only a 75% reinforcement
of R–O relations, they nevertheless adapt behaviour to the unreliably reinforced
R–O relations.

The findings are consistent with the ideomotor hypothesis, as they confirm
that, if subjects aim for certain goals, learning mechanisms are addressed that
primarily aim at the formation of associations between acts and their reinforced
outcomes. Moreover, three specifications of the underlying mechanism are
suggested (cf., Figure 4). First, subjects seem to learn above all from successful
trials: If a current goal is reached, the successfully produced outcome is asso-
ciated with the performed action (or an already existing association is
strengthened). The outcomes of unsuccessful trials seem not to contribute much
to the formation of R–O associations (Experiment 3). Consequently, actions are
increasingly connected to the goals they consistently allow people to attain, so
that overall not R–O but rather goal-related R–O contingencies are learned.3

Second, as in successful trials the actions are preferredly associated to their
outcomes, a simultaneous association to the present situation is suppressed, so

3 This also makes it plausible that one and the same action can easily be learned as being
appropriate for attaining several goals without interference between the various R–O relations to be
formed.

INTENTIONAL FIXATION OF LEARNING 149



that most subjects remain blind to the consistently reinforced S–R relations in
Experiments 2–4. Finally, we assume that situational features are taken into
account only if R–O relations are not to be established, i.e., if certain acts do not
consistently allow attainment of a certain goal. In this case, subjects seem to
start to search for features in the current situation which might be responsible for
the success or the failure of a certain action in achieving a certain goal. If such
features are found, we assume that the R–O relations are conditionalised to
them, i.e., S–(R–O) associations are formed.

From an ecological perspective, the presumed learning mechanism can be
regarded as being very efficient as it restricts learning only to those R–O
relations that are critical to the attainment of the goals the organism really strives
for. However, the benefit also has its cost, as dependencies of behavioural
success on situational features become hard to detect. The most striking result of
the present studies is that most subjects remained blind to the possibility of
assigning each key to one start symbol, in order to accomplish the S–R
conditions.

If one takes the presumed learning mechanism for granted, the S–R condi-
tions in Experiments 2–4 are indeed challenging: Each of four goals could
sometimes be attained by each of four actions and sometimes not. Whether an
action was appropriate to attain a certain goal depended on a particular one of
four different start symbols. Thus, at least 16 conditionalised S–(R–O) relations
were to be formed in order to accomplish the task. This is too difficult a task to
be solved in the limited number of 256 trials, especially if one considers that the
goals randomly changed from trial to trial so that subjects could not system-
atically check the appropriateness of the actions for attaining certain goals.
Subjects indeed reported that in the search for a solution they also took the start
symbol into account as a possible critical condition but mostly without success.
That despite these efforts the consistent reinforcement of four simple S–R
contingencies remained undetectable for most subjects is consistent with the
assumption that subjects remain fixated on the formation of conditionalised S–
(R–O) relations.

The ordinary circumstances in pursuing daily goals in general are much
easier than in the S–R conditions of the present experiments. First, objects
mostly allow only few manipulations and each action usually results in a con-
sistent outcome. Thus, what humans ordinarily experience are consistent
three-term relations S–R–O, i.e., in a particular situation only particular goals
are attained, always by carrying out a particular action. Second, actions
mostly change a given situation so that situations and goals/outcomes are
clearly different from each other instead of being exchangeable, as in the
present experiments in which the start and the goal/outcome symbols were
drawn from the same set. Third, critical features, which the success of an
action depends on, are mostly not only statistically but also functionally
related to the action–outcome relations they influence. Finally, humans
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usually strive for a goal until it is reached, i.e., until the appropriate action
has been found, instead of being forced to change to another randomly
selected goal on each trial. All these circumstances surely influence learning
and they might also modify the extent to which situational features are asso-
ciated with actions in the course of learning. Experiment 1 can be considered
as being an illustration for a fast association of actions to situational features
under certain conditions.

In Experiment 1, subjects only received feedback about whether or not the
actual action was successful. Thus, the only goal subjects could really strive for
was to receive positive feedback. In other words, there was only one goal which
subjects could continuously try to reach. The results show that under this con-
dition subjects easily learn that it depends on the current situation (i.e., the
current start or the current goal symbol) which action is to be performed in order
to attain positive feedback. As already discussed, this finding is also consistent
with the notion that S–R as well as S–(R–O) associations are formed. In the light
of the results of Experiments 2–4 we favour the S–(R–O) account, i.e., we
assume that during learning the start/goal symbols become associated not with
the keys alone but with key-success expectations.

However, if such S–(R–O) relations have been formed once and the same
S–R–O triplets are repeated over and over, the situations may increasingly take
over the function of triggering the actions. That situations can indeed acquire the
ability to evoke a readiness for the behaviour that repeatedly has been performed
in their presence is well documented since, at the latest, the seminal work of Ach
(1932) and Lewin (1926). Ach termed it ‘‘voluntionale Objektion’’, Lewin
spoke of the ‘‘Aufforderungscharakter ’’ of a situation, and Gibson (1979)
introduced the concept ‘‘affordances’’. Thus, we do by no means claim that S–R
associations are not formed, but we argue that the formation of S–R associations
results from training of established S–(R–O) units rather than being a substantial
part of their acquisition during initial learning.

We already acknowledged that the intended comparison between consistent
reinforcements of S–R and R–O relations led us to use experimental conditions
which differ in many respects from ordinary learning environments. It surely is
necessary to examine the influence of all of the aspects we have mentioned in
order to receive a more complete picture of the mechanisms underlying the
acquisition of behavioural competence. We consider the paradigm we have used
as being in principle a useful tool for this purpose. The number of different
situations, actions, and outcomes can be manipulated as easily as the con-
tingencies between S, R, and O. Likewise, the paradigm allows one to mani-
pulate sequences of situations and goals and thus offers the possibility of
controlling the sequence of the events subjects experience. Furthermore, latent
learning during free exploration can be compared with intentional learning, etc.
Such further research seems to us to be worthwhile, as it will lead to a better
understanding of the mechanisms that on the one hand make humans so efficient

INTENTIONAL FIXATION OF LEARNING 151



in the acquisition of the knowledge they need for the control of voluntary
behaviour, and on the other hand make us blind to other useful structures in the
environment.
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