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We provide a psychometric analysis of commonly used performance indices of the d2 sustained-attention
test, and give methodical guidelines and recommendations, based on this research. We examined
experimental effects of repeated testing on performance speed and accuracy (omission and commission
errors), and further evaluated aspects of test reliability by means of cumulative reliability function (CRF)
analysis. These aspects were also examined for a number of alternative (yet commonly used) scoring
techniques and valuation methods. Results indicate that performance is sensitive to change, both
differentially within (time-on-task) and between (test–retest) sessions. These effects did not severely
affect test reliability, since perfect score reliability was observed for measures of speed (and was even
preserved with half the test length) while variability and error scores were more problematic with respect
to reliability. Notably, limitations particularly hold for commission but less so for omission errors. Our
recommendations to researchers and practitioners are that (a) only the speed score (and error-corrected
speed score) is eligible for highly reliable assessment, that (b) error scores might be used as a secondary
measure (e.g., to check for aberrant behavior), that (c) variability scores might not be used at all. Given
the exceptional reliability of performance speed, and (d) test length may be reduced up to 50%, if
necessary for time-economic reasons, to serve purposes of population screening and field assessment.

Public Significance Statement
This study found that some commonly used scoring techniques to assess sustained-attention performance
are problematic with regard to measurement accuracy (test reliability). It further advances the use of
cumulative reliability function analysis for purposes of comparably evaluating tests or scoring techniques.
The recommendation to practitioners is that only scores of average performance speed (but none of
variability) are eligible for highly reliable psychometric assessment of basic cognitive functioning.

Keywords: psychometric testing, visual search, sustained attention, concentration

According to Cronbach (1975), the ultimate goal of any psy-
chometric test is to globally predict relevant criteria. This is
especially important to practitioners in applied fields such as
school psychology or in clinical contexts such as neuropsycholog-

ical assessment and rehabilitation, being dependent on commer-
cially available tests and assessment batteries. However, because
there are a myriad of validity criteria and areas of application,
demonstrating predictive validity to one among many criteria are
not eligible as a means to judge a test with respect of its general
predictive value. Instead, as Cronbach (1975) argues, a perfor-
mance test should in the first instance be judged by its ability to
reproduce an observed pattern of individual differences in a stan-
dard target sample, and thereafter might be adapted to rather
specific contexts to probe and optimize criterion validity. In other
words, a performance test should initially be judged by its mea-
surement accuracy as revealed from a high-quality sample, which
forms the basis for research on validity in clinical sample popu-
lations. Reproducibility of measurement is usually assessed by
means of the correlations between individuals’ performance in
parallel test forms or in repeated test applications, administered

either simultaneously (split-half model reliability) or at successive
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occasions (test–retest model reliability). Because reliability coef-
ficients are known to increase with the number of measurement
units, any psychometric analysis of speeded test performance
should also elucidate the functional relation between measurement
accuracy (reliability) and test length (Miller & Ulrich, 2013).

Theoretical Considerations: Psychometric Assessment

Psychometric performance tests aiming to assess sustained at-
tention and concentration ability have been widely used since the
earliest times in the history of psychology. Since the pioneering
work of Kraepelin (1902), these tests have been conceptualized as
self-paced tests, which require individuals to engage in continuous
responding to a series of target items that are arranged one after
another. His work curve test required individuals to perform as
many operations (addition of two digits in adjacent columns) as
they could within 90 min, with average speed, accuracy, and
persistence (variability) as the main performance dimensions. An-
other historically important psychometric test was developed by
the French psychologist Benjamin Bienaimé Bourdon (1860–
1934), where individuals were required to cancel out target items
(4 dots) among distracters (less or more than 4 dots) on a one-page
paper sheet, within a certain time-limit. Generally, these tests are
often conceptualized as either letter cancellation, mental arithme-
tic, or coding tasks, although the particular item characteristic is
not of primary importance (Vanbreukelen et al., 1995). Common
to all these tests is that they are administered in a self-paced mode,
either as a paper-and-pencil based or computerized version, which
requires individuals to continuously monitor their current perfor-
mance speed and accuracy (and to adjust it, whenever necessary)
over the testing period.

A specific feature of these tests is the opportunity to simulta-
neously consider several performance aspects, such as average
performance speed, error rate, and variability (Pieters, 1983, 1985;
Vanbreukelen et al., 1995). Some authors prefer a measure of
throughput, which is the rate of work in a given time frame (cf.
Szalma & Teo, 2012; Thorne, 2006). According to Flehmig et al.
(2007), the exact utility of either performance speed or error rate
depends on several aspects of test construction, that is, on its
measurement intention, its complexity, response mode, or test
length (Schweizer, 1996, 2001). Manual guidelines for commer-
cially available psychometric tests usually recommend to combine
measures of speed and accuracy into a single compound dimension
(Brickenkamp, 1962, 1966), although this proposal has also been
criticized (Westhoff, 1985; Westhoff & Lemme, 1988). In fact,
one of the problems is that speed and error rate are often consid-
ered distinct, equipotent, and psychometrically reliable dimensions
of ability as reasoned from small (or absent) correlative relation-
ships between both measures (Bates & Lemay, 2004). It is often
ignored, however, that error scores (being rare events) usually lack
test reliability, which severely limits correlative relationships to
other performance indices or validity criteria (Hagemeister, 2007).
Further, there is some disagreement as to the correct calculation
instruction, because different calculation rules lead to different
performance outcomes, which might engender confusion among
clinical and neuropsychological practitioners as to whether a cho-
sen scoring technique is being correctly applied. This is very
problematic and essentially formed the motivational basis of the
present work.

To judge the psychometric quality of speeded tests, one has to
demonstrate the measurement accuracy of the given test, which, in
classical test theory, is defined as the correlation of the same test
at repeated (i.e., parallel-test, split-half, and test–retest model)
administrations (Cronbach, 1975, pp. 190–214; Lord & Novick,
1968, p. 61). As alluded to above, reliability is well known to
increase with the number of trials administered in a test, such that
the reliability coefficient is often low (r � .50) for very small
numbers but quite rapidly increases to a sufficient degree (r � .85)
with the lengthening of the test (Miller & Ulrich, 2013, p. 824).
Although many standard textbooks extensively cover reliability
issues, the fundamental questions of what exactly determines test
reliability and of how these correlations are related to the under-
lying mental processes have rarely been addressed. In fact, psy-
chometricians regard reliability issues as a purely statistical, not a
psychological issue, to be resolved simply by means of true-score
accumulation methods. Spearman (1910) and Brown (1910), for
example, were the first to develop a method to predict the reliabil-
ity of a test after changing (i.e., after shortening) its length.
According to their reasoning, there is a nonlinear relationship of
reliability with test length because as test length increases, true-
score variance quadrupled with a doubling of error variance. Yet,
the formula is agnostic with respect to psychological processes,
and predictions will not be strictly accurate in empirical data
(Miller & Ulrich, 2013).

Theoretical Considerations: Cognitive Processes

Miller and Ulrich (2013) conducted a formal and systematic
investigation regarding the question of what aspects of mental
processing affect reliability of speeded performance. According to
their view, speed scores (e.g., RT mean) can be considered as
being composed of four components: person-specific general pro-
cessing time (i.e., ability-induced true-score variance, e.g., general
processing speed), task-specific processing time (i.e., experimen-
tally induced true-score variance), residual time, and measurement
error. In some ways, the model resembles intuitive considerations
that have been made earlier by psychometricians, although none of
the previous authors has formally explicated reliability compo-
nents related to mental processing. According to Cronbach (1975,
p. 35), for example, “. . . the distinguishing feature of any ability
test is that the test taker is encouraged to earn the best score he
can. The goal of the test constructor should be to bring out the
person’s best possible performance. . . .” This statement bears a
mechanism that taps into what Miller and Ulrich (2013) term
person-specific processing component, which includes maximal
motivation to perform well, ensured by the test administrator’s
instruction or by the consequences of performance (cf. Stuss,
Meiran, Guzman, Lafleche, & Willmer, 1996).

Actually, to attain and maintain an optimal performance level in
sustained-attention tests, individuals are required to constantly
deploy effort and cognitive resources to the task at hand (cf.
Langner & Eickhoff, 2013; Vanbreukelen et al., 1995). With
respect to reliability and construct validity, the specific task form
is of less importance than the self-paced mode (Hagemeister, 2007;
Krumm, Schmidt-Atzert, & Eschert, 2008). According to Flehmig
et al. (2007), attentional fluctuations in self-paced speedtests are
reflected in greater performance variability, as indexed by the
coefficient of variation, but less so in an increase in error rate
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(Steinborn, Flehmig, Westhoff, & Langner, 2008, 2009). In a letter
cancellation test, the situation is somewhat different with respect to
response mode, because target and distracter items compete for
limited capacity during serial search, and individuals must selec-
tively attend to target items while filtering out irrelevant stimuli in
a rapid manner (cf. Desimone & Duncan, 1995; Miller & Schröter,
2002). This task form is specific with respect to the processing of
visual material that requires rapid perceptual discriminations, and
the response mode, since two kinds of (omission and commission)
errors are possible. Thus, fluctuations in attentional efficiency
might not only induce an increase in intraindividual variability but
also in the rate of omission errors (Gropel, Baumeister, & Beck-
mann, 2014). Thus, these tests stand somewhat between classical
speed and vigilance tests (Helton & Russell, 2011a, 2011b).

Brickenkamp (1962) constructed the test d2 in the style of the
classic Bourdon principle. The original d2 sustained-attention test
is a paper-and-pencil cancellation test, where individuals have to
scan for target items (d2) among distracter items through a series
of consecutively ordered objects consisting of 14 rows with 47
characters each. The participants are instructed to cancel out as
many target symbols as possible, by moving through on the page
in a reading-like manner from left to right with a time limit of 20
s per trial (i.e., per row of objects) without a break (with perfor-
mance being measured as the amount of work carried out within
the given time). The overall testing time is 4 min and 40 s.
Brickenkamp (1962, 1966) suggested to exclude the first and the
last trial because he believed that warm-up and end-spurt (final
sprint) effects might pose a danger to measurement accuracy. He
further recommended to interpret speed and error rate in a trait-like
manner as quantity and quality dimensions of ability (i.e.,
information-processing speed and diligence) and to interpret the
range (i.e., difference between worst and best performance in each
of the 14 trials: Max–Min) to index persistence control (cf. Table
1). Others have referred to omission/commission errors as indicat-
ing careless/confused attention, and to Max/Min as indicating
impulsive/lapsing tendencies (Bates & Lemay, 2004; Pieters,
1985). However, we cannot but note that none of the aforemen-
tioned criteria to judge a test’s basic psychometric quality were
ever examined with sufficient detail (cf. Bornstein, 2011; Cron-

bach, 1947; Miller & Ulrich, 2013). Lack of psychometric evalu-
ation is in itself problematic, which is why we considered an
in-depth investigation of basic psychometric properties necessary.

Present Study

According to Miller and Ulrich (2013), crucial to the under-
standing of what determines test reliability is to know (a) how
situational preconditions reveal true-score (ability-related) vari-
ance, (b) how demand characteristics evoke true-score (task-
related) variance, (c) to determine factors that tap into residual
variance, and (d) to reduce the influence of any variable that
produces coincidental effects and thus increases error variance. We
here follow this reasoning, although our focus is on the practical
use of commonly accepted performance indices (cf. Bates &
Lemay, 2004). To this end, we examined three conceptual aspects
of test-evaluation criteria, test stability, and measurement accuracy
(reliability) at the same occasion (i.e., within a session) and at a
repeated occasion (i.e., between sessions). First, we examined
experimental effects of repeated testing (test vs. retest) and time-
on-task (Trials 1–14) on performance speed and accuracy. This
includes, of course, a thorough reexamination of hypothesized
warm-up and end-spurt (final sprint) effects. Second, we examined
the effects of repeated testing on performance stability, by exam-
ining indices of performance variability including the performance
speed cumulative distributive function (CDF) of trials. This was
done to evaluate whether the observed effects of retesting on
average performance speed originate from a global processing
speed-up or alternatively from a rather selective speed-up of only
the slower CDF percentiles (Miller, 2006; Steinborn, Langner, &
Huestegge, 2016).

Third, we examined the within-session reliability of perfor-
mance speed by means of a multiple split-half model, separately
for both the first and the second testing session. Note that in the
context of speeded tests where items are per definition homoge-
neous, this measure gives information about the consistency of test
performance on a series of trials. This type of reliability is partic-
ularly important during the construction phase, because it is unbi-
ased from time-related changes in mental state and/or mental

Table 1
Description and Calculation of Performance Indices in the d2 Sustained-Attention Test

Score Calculation method Description

1. Speed Number of items worked through Speed of processing
2. SpeedC Speed minus number of all errors Speed of processing (error-corrected)
3. Error rate (%) Percentage of errors Accuracy of processing (overall)
4. Error (omission) Number of omitted targets Processing accuracy (carelessness)
5. Error (commission) Number of cancelled distractors Processing accuracy (confusion error)
6. Variability (SD) Standard deviation of speed Processing variability
7. Variability (CV) Coefficient of variation of speed Processing variability
8. Max Maximum performance speed Best performance (impulsivity)
9. Min Minimum performance speed Worst performance (lapsing)

10. Range (%) Relative Max-Min difference Processing variability

Note. The speed-score (and the error-corrected speed score) can be computed both as average performance
speed (per trial) and as aggregated performance speed (across all trials). SpeedC � error-corrected measure of
speed defined as the average number of correctly cancelled items per row; variability (CV) � coefficient of
variation of performance speed; variability (SD) � reaction time standard deviation of performance speed. Note
that because these scores are equivalent with respect to descriptive characteristics and correlational relationships,
they will not explicitly be distinguished further.
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ability (cf. Humphreys & Revelle, 1984, pp. 158–169; Miller &
Ulrich, 2013, pp. 821–825). Fourth, we examined the between-
session reliability of performance via computing the test–retest
reliability coefficient. This type of reliability is notably of practical
importance to estimate the reproducibility of measurement, refer-
ring to the question of whether the test measures the same con-
struct at different occasions. An important aspect is that we eval-
uated reliability as a function of test length, by means of
cumulative reliability function (CRF) analysis. Although it is held
a truism among theoreticians that long tests are more reliable than
short ones, empirical findings are often at odds with this view
(Ackerman & Kanfer, 2009; Stuss et al., 1996). Most often, this
aspect is simply neglected (e.g., Maloney, Risko, Preston, Ansari,
& Fugelsang, 2010; Stolz, Besner, & Carr, 2005; Waechter, Stolz,
& Besner, 2010). Yet, our understanding of what determines
reliability of cognitive processes might partly depend on CRF
analysis.

Method

Participants

The study was conducted at the Dresden University of Tech-
nology. The objective was to have a diversified student-based
sample with an equalized gender ratio (thus including participants
not only from the faculty of psychology but also from the human-
ities, natural sciences, as well as technical studies), which is ideally
suited to study reliability issues and other basic psychometric
characteristics (cf. Cronbach, 1947; Miller & Ulrich, 2013). The
sample consisted of originally 103 individuals, being tested twice
within a retest interval of 1 week and under similar conditions (at
the same place and at about the same time), three of which did not
appear to the retesting session. Thus, data of 100 participants (50
female, 50 male; mean age � 26.6 years, SD � 7.3 years) entered
the analysis. Participants had normal or corrected-to-normal vision
and reported to be in normal health condition.

Ethical Statements

Informed consent was obtained from the participants regarding
their agreement with their participation in this research. Our study
was in accordance with the ethical standards of the institutional
and national research committee and with the 1964 Helsinki dec-
laration and its later amendments or comparable ethical standards.
All authors declare that there are no conflicts of interests.

Task Description

The d2 test (Brickenkamp, 1962, 1966) is a Bourdon-style
paper-and-pencil letter cancellation test that is widely used in both
research and applied contexts in Europe. The test can be used as
complete package (i.e., results can be obtained and interpreted
according to handbook guidelines, etc.), which means that neither
specific expertise in cognitive-experimental and psychometric-
testing research nor programming skills are required. The test
consists of 14 trials. Each trial is a row with 47 “p” and “d”
characters being disposed adjacent to one another. The characters
have one to four dashes that are configured individually or in pairs
above and/or below each letter. The target symbol is a “d” with

two dashes (either two dashes above the “d,” two dashes below the
“d,” or one dash above and one dash below the “d”). Thus, all other
items are distracters. The participants’ task is to cancel out as many
target symbols as possible, moving from left to right, with a time
limit of 20 s per trial. No pauses are allowed between trials.

Instruction

The standard instruction is, according to handbook guidelines,
to perform the task with maximum efficiency, both in equal
measures of speed and accuracy. Accordingly, the experimenter is
held to inform the participant that he or she has to work both as fast
and accurate as possible. At this point, we consider it vital to give
the reader some further information related to this issue. First,
despite established empirical effects of instructions (cf. Steinborn,
Langner, & Huestegge, 2016, for an overview), it should be
mentioned that speed–accuracy tradeoff policies are primarily dic-
tated by the task, although within some limits, they might be
modulated by (preset) instructions. In particular, task paradigms
are commonly distinguished with respect to the origin of errors
and, therefore, divided into low-error domain and high-error do-
main tasks (Luce, 1986, pp. 281–318). In low-error domain tasks,
such is the d2 test, errors occasionally occur because of transient
states of mental inefficiency (i.e., impulsivity, lapsing), and error
rate is naturally low (2–10%) in these tasks (cf. Vanbreukelen et
al., 1995). In high-error domain tasks, errors occur because of
either being tricked by distractors activating the wrong response
(conflict tasks) or by being confused by crosstalk between impend-
ing multiple-operation demands (multitasking-crosstalk para-
digms), thus resulting in a relatively high (10–30%) error rate in
these tasks (cf. Frings, Rothermund, & Wentura, 2007; Hommel,
1998; Huestegge & Koch, 2013; Huestegge, Pieczykolan, & Koch,
2014; Steinhauser & Hübner, 2006; Thomaschke & Dreisbach,
2015; Thomaschke, Hoffmann, Haering, & Kiesel, 2016).

Standard Scoring Techniques

A description of scoring techniques is displayed in Table 1. As
already mentioned, the d2 test is a time-limit test and the basic unit
of measurement is the amount of work carried out in a trial within
20 s (measured by the experimenter using a stopwatch). In con-
trast, work-limit tests usually measure the time needed to carry out
a certain amount of work. Computerized test administrations in
cognitive-experimental and neuropsychological research are usu-
ally work-limited and are referred to as RT tasks. As argued
earlier, performance speed should serve as the principal dimension
while error rate might serve as the secondary dimension, given that
these measures prove to be psychometrically reliable (cf. Bates &
Lemay, 2004; Flehmig, Steinborn, Langner, Scholz, et al., 2007).
In the Brickenkamp d2 test, performance speed can be defined as
the (average) number of items worked through in a particular trial
(i.e., in one of the 14 rows, each containing 47 items). It might be
appropriate to use an error-corrected measure of performance
speed, where the number of errors is subtracted from the number
of performed items in a trial (cf. Brickenkamp, 1962). The error
score is defined as the (average) number of incorrect responses,
which can be transformed into a measure of error percentage.
Performance accuracy can be subdivided into two types of errors,
omission errors and commission errors, as is the case in similar
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scan-and-check paradigms (cf. Corcoran, 1966; Koriat & Green-
berg, 1996; Wolfe et al., 2007). The former is defined as a missed
response to a target (i.e., a passive error) while the latter is defined
as a response to a distracter (i.e., an active error).

Alternative Scoring Techniques

There are good reasons, according to some authors (Graveson,
Bauermeister, McKeown, & Bunce, 2016; Jensen, 1992; Leth-
Steensen, Elbaz, & Douglas, 2000; Lim & Dinges, 2010; Schmie-
dek, Lovden, & Lindenberger, 2009; Stuss, Murphy, Binns, &
Alexander, 2003; West, Murphy, Armilio, Craik, & Stuss, 2002),
to consider performance variability as a third dimension with
potential predictive value, though this view has also been ques-
tioned recently (Doebler & Scheffler, 2016; Miller & Ulrich,
2013). The precise computation of a performance variability index
varies across studies, ranging from simple to more sophisticated
statistical computations. First, Brickenkamp (1962, 1966) origi-
nally suggested to interpret the performance range between the
worst and the best performance (of the 1–14 trials) as an index of
variability. Second, the performance SD can be used to index
variability (Jensen, 1992; Stuss et al., 2003). According to Flehmig
et al. (2007), the performance coefficient of variation (CV) is a
relativized index (dividing SD by the individual mean) that is
independent of average performance speed and thus provides a less
redundant measure of performance (Saville et al., 2011; Segalow-
itz & Frenkiel-Fishman, 2005). Here, we evaluated all three vari-
ability scores (cf., Steinborn, Langner, Flehmig, & Huestegge,
2016).

Design and Procedure

The design was two-factorial and contained the within-subject
factors session (two levels: test vs. retest) and time-on-task (14
levels: Trials 1–14). The experiment took place in a noise-shielded
room. The d2 sustained-attention test was administered twice
within a test–retest interval of 1 week. Altogether, the task lasted
about 4 min and 40 s per session.

Distribution Analysis

To analyze the entire distribution of performance (of the 1–14
trials), we computed the vincentized interpolated CDF of perfor-
mance with 10 percentiles for each of the experimental condition
(factor session, levels: test vs. retesting), according to Ulrich et al.
(2007), and according to previous use of this method (Flehmig,
Steinborn, Westhoff, & Langner, 2010; Steinborn & Huestegge,
2016; Steinborn, Langner, Flehmig, et al., 2016). By means of this
analysis we were to know whether the observed effects of retesting
on average performance speed were because of a global speed-up,
or alternatively, because of a selective speed-up of the slow per-
centiles of the CDF. We expected that the coefficient of variation
is sensitive to index such changes, since previous research has
shown that this index closely corresponds to the skewness of an
empirical response-time distribution (Flehmig et al., 2010; Stein-
born, Langner, Flehmig, et al., 2016).

Results

Data Treatment

Although the test handbook provides the recommendation to
discard the first and the last of the 14 trials, arguing that the first
is biased by a warm-up effect while the last is biased by an
end-spurt (final sprint) effect (Brickenkamp, 1962, 1966), we
decided not to simply follow this recommendation but to examine
this claim experimentally in the present study. Thus, the complete
set of 1–14 trials were analyzed with respect to our research
questions.

Descriptive Analysis

A formal description of potential performance measures to
assess speed, accuracy, and variability is provided in Table 1.
Population parameters (M, SD, skewness, and kurtosis) of standard
and alternative performance scores are displayed in Table 2. As
expected, the speed measures (Speed, SpeedC, including Max and
Min) yielded a symmetrical distribution across the sample, mod-
erate performance gains because of retesting, and test–retest sta-
bility of the relation between M and SD. At a descriptive level,
therefore, performance speed measures are distinguished by favor-
able characteristics. Unfortunately, the same cannot be said of all
other (performance accuracy and variability) measures, indicating
(at a descriptive level) that these performance measures are prob-
lematic for reasons of either sample-distributional skewness or
test–retest instability.

Correlation Analysis

Reliability coefficients of standard and alternative performance
scores are displayed in Table 3. Because some readers might be
interested in the intercorrelation between particular performance mea-
sures (e.g., Flehmig, Steinborn, Langner, Scholz, et al., 2007; Miles &
Proctor, 2012; Schmiedek et al., 2009; van Ravenzwaaij, Brown, &
Wagenmakers, 2011), this information is also shown, although the
focus here is on test reliability. We would like to remind the reader
that we aim to perform basic psychometric analysis of speeded test
performance, which stands at the forefront of criteria for evaluating a
test’s psychometric quality, and which forms the basis for all subse-
quent research in clinical and neuropsychological subpopulations.
This places high demands on sample quality (to ensure preconditions
for accurate measurement) and sets particular high standards for
evaluating reliability coefficients. Accordingly, reliability coefficients
exceeding r � .90 are considered to indicate high reliability, coeffi-
cients exceeding r � .80 are considered to indicate sufficient reliabil-
ity, while coefficients below these values must be considered insuf-
ficiently reliable (cf. Cronbach, 1975, pp. 190–217; Jensen, 2006, pp.
55–74). It is important to note that the fairly rigorous classification
standards for reliability that we have to meet here are neither a
universal entity nor a generally accepted specification (Lord &
Novick, 1968; Miller & Ulrich, 2013; Rasch, 1980). Reliability stan-
dards for speeded tests are usually lower in clinical and neuropsycho-
logical research contexts, and are also lower for nonspeeded tests and
self-report questionnaires assessing related constructs (cf. Bridger,
Johnsen, & Brasher, 2013; Broadbent, Cooper, Fitzgerald, & Parkes,
1982; Cheyne, Carriere, & Smilek, 2006; Flehmig, Steinborn, Lang-
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ner, & Westhoff, 2007; Herrmann, 1982; Wilhelm, Witthöft, &
Schipolowski, 2010).

Particularly noteworthy is the exceptional test–retest reliability of
performance-speed measures (r � .93��). This is true for both stan-
dard performance speed and error-corrected speed, which are also
highly correlated, indicating that both are measuring the same con-
struct and are thus interchangeable. Also, the Max and Min speed
measures are relatively reliable (r � .79��), which is surprising if one
considers that these measures consist of only a small proportion of
trials. Error rate (r � .80��, r � .75�� after square-root transformation)
is less reliable than measures of speed, although the observed reli-
ability coefficient is much higher than expected from previous studies
(e.g., Brickenkamp, 1962; Hagemeister, 1994). Crucially, the reliabil-
ity of the overall score of error-rate is solely driven by the omission
error (r � .80��, r � .75�� after square-root transformation) while the
commission error is entirely unreliable (r � .05, r � .28�� after
square-root transformation). This at least indicates that error scores

should be treated with care. Finally, indices of response-speed vari-
ability (SD, CV, range) were also insufficiently reliable. In summary,
this means that performance speed is clearly the best measure to be
used to assess the ability to sustain attention/concentration in practical
assessment contexts using the d2 test of sustained-attention.

Experimental Effects on Performance Speed

Within-subject GLM analyses were performed to analyze ef-
fects of session (1 vs. 2) and time-on-task (bin 1–14) on perfor-
mance speed (see Table 4). The results are displayed in Figure 1.
Participants became faster with retesting, as indicated by the main
effect of session on performance speed (F(1, 99) � 293.0, p �
.001, �2 � .75). Further, they slowed down over the testing period,
as indicated by a significant main effect of time-on-task on per-
formance speed (F(13, 1287) � 41.4, p � .001, �2 � .30). There
was no significant Session � Time-on-Task interaction effect on

Table 3
Reliability Coefficients and Intercorrelations Between Performance Measures in the d2 Test

Session 2

Session 1

1 2 3 4 5 6 7 8 9 10

1. Speed .93�� .98�� .22� .22� .07 .00 �.42�� .91�� .88�� �.42��

2. SpeedC .99�� .93�� .00 .00 .03 �.05 �.44�� .88�� .88�� �.44��

3. Error (%) .13 �.04 .79�� .99�� .17 .21� .08 .24� .10 .03
4. Error (omission) .13 �.04 �.99�� .80�� .11 .21� .08 .23� .10 .03
5. Error (comission) �.03 �.04 .08 .03 .05 .10 .04 .10 .04 .01
6. Variability (SD) �.53 �.55�� .08 .07 .22� .30�� .90�� .31�� �.41�� .82��

7. Variability (CV) �.72 �.73�� .01 .01 .18 .96�� .48�� �.09 �.73�� .94��

8. Max .86�� .84�� .13 .13 .01 �.12 �.34�� .79�� .71�� �.06
9. Min .93�� .93�� .05 �.05 �.12 �.74�� �.87�� �73�� .79�� �.74

10. Range �.73�� �.74�� �.01 �.01 .15 .92�� .97�� �.34�� �.88�� .39��

Note. SpeedC � error-corrected measure of speed defined as the average number of correctly cancelled items per row; variability (CV) � coefficient of
variation of performance speed; variability (SD) � reaction time standard deviation of performance speed. Test–retest reliability is shown in the main
diagonal (denoted grey); correlation coefficients for the first testing session are shown above and for the second testing session below the main diagonal.
Significant correlations are denoted (N � 100; � for r � .21, p � .05; �� for r � .34, p � .01).

Table 2
Population Parameters of Performance Scores in the d2 Sustained-Attention Test

Score

Session 1 Session 2

M SD Skewness Kurtosis M SD Skewness Kurtosis

1. Speed 36.05 5.39 �.12 �.70 39.46 4.95 �.37 �.54
2. SpeedC 34.90 5.25 �.04 �.52 38.77 4.91 �.30 �.48
3. Error rate (%) 2.44 2.55 2.85 11.39 1.48 1.79 3.12 13.14
3. Error ratetrans 1.44 .68 1.15 2.21 1.06 .59 1.22 2.41
4. Error (omission) 15.4 16.62 2.96 12.22 9.56 11.72 3.18 13.51
4. Omissiontrans 3.51 1.75 1.14 2.34 2.70 1.53 1.24 2.50
5. Error (commission) .64 1.15 2.82 10.60 .19 .55 4.31 24.57
5. Commissiontrans .46 .66 1.10 .19 .16 .41 2.37 4.90
6. Variability (SD) 3.36 1.07 .41 1.80 2.77 1.15 �.41 .35
7. Variability (CV) 9.52 3.14 .18 .53 7.33 3.37 �.11 .22
8. Max 41.48 5.14 �.62 �.59 43.97 3.88 �1.25 .63
9. Min 30.07 5.62 .28 .05 34.55 6.20 .15 �.38

10. Range (%) 32.55 12.57 .56 .80 25.02 12.64 .11 .15

Note. N � 100; statistical measures: M � mean of sample population; SD � standard deviation of sample population; performance scores: Speed �
average number of cancelled items per row; SpeedC � error-corrected measure of speed defined as the average number of correctly cancelled items per
row; error scores are reported in both original and square-root transformed metric; variability (SD) � reaction time standard deviation of performance speed;
variability (CV) � coefficient of variation of performance speed; Min � row with the worst performance (number of cancelled items); Max � row with
the best performance (number of cancelled items); range � performance fluctuation defined as relative difference (in %) between Max and Min.
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performance speed (F � 1.5). These results indicate that the d2 test
is subject to change as indicated by a clear-cut performance
decrement within a session and a performance benefit across
sessions.

Experimental Effects on Omission Errors

A within-subject GLM analysis was performed to analyze ef-
fects of session (1 vs. 2) and time-on-task (bin 1–14) on perfor-
mance accuracy (see Table 4). The results are visually displayed in
Figure 2. Participants became less erroneous with retesting, as
indicated by the main effect of session on omission errors (F(1,
99) � 26.3, p � .001, �2 � .21). Further, there was a significant
main effect of time-on-task on omission errors (F(13, 1287) � 5.1,
p � .001, �2 � .05), indicating change over the testing period
(although error rate was generally low, as displayed in Figure 1,
and the effect size was notably small). There was no significant
Session � Time-on-Task interaction effect. It should be mentioned
that similar results were obtained with the square-root transformed
error score, and thereby is not redundantly reported in more detail.

Experimental (GLM) Effects on Commission Errors

Within-subject GLM analyses were performed to analyze ef-
fects of session (1 vs. 2) and time-on-task (bin 1–14) on commis-
sion errors (cf. Table 4 and Figure 1). Participants became less
erroneous with retesting, as indicated by the main effect of session
on commission errors (F(1, 99) � 5.6, p � .05, �2 � .05). There
was no significant main effect of time-on-task on commission
errors, and also no Session � Time-on-Task interaction effect on
commission errors. Again, the results were similar when the
square-root transformed error score was used, and therefore, is also
not redundantly reported in more detail.

Experimental Effects on Performance Variability

Within-subject GLM analyses were performed to examine ef-
fects of the factor session (session 1 vs. 2) on aspects of perfor-
mance variability. An overview of statistical effects for all perfor-
mance measures is given in Table 5. Participants’ performance
became less variable as indicated by a main effect of session on
performance variability, as indexed by several alternative scoring
methods: the performance range, the performance SD, the perfor-
mance coefficient of variation (CV).

Warm-Up Effects

We performed supplementary GLM analysis that included the
within-subject factors session (1 vs. 2) and time-on-task (Trials

1–14) on performance. Remind that it is recommended to discard
the first and the last of the 14 trials to increase psychometric
quality (Brickenkamp, 1962, 1966). To test the hypothesis that the
first trial in the sequence (of 14 trials overall) is demonstrably slow
and error prone, we implemented a preplanned (Helmert contrast)
single comparison analysis. Remind that Helmert contrasts sys-
tematically compare the mean of each factor level with the mean
of the succeeding factor levels. In our case, a comparison of the
first trial with the mean of its succeeding trials is crucial. This
analysis revealed a significant main effect of the factor time-on-
task on performance speed (F(1, 99) � 76.2, p � .001; partial
�2 � .44). However, the effect was in the opposite direction
indicating a decrease not an increase in performance speed. This
effect was not different for the first and the second testing sessions
(F � 1, partial �2 � .03). There was also a significant main effect
of time-on-task on omission errors (F(1, 99) � 15.0, p � .001;
partial �2 � .13), indicating a decrease in omission errors. This
effect was indeed larger for the first than for the second testing
session, as indicated by an interaction effect of session and time-
on-task on omission errors (F(1, 99) � 6.4, p � .05; partial �2 �
.06). Regarding commission errors, neither a main effect nor an
interaction effect was observed (F � 0.2, partial �2 � .00).
Finally, correlation analysis revealed that the exclusion of the first
and/or the last trial did not improve test reliability. Quite the
contrary, the inclusion of these trials adds to test reliability in a
very normal way through test lengthening.

CDF Analysis

Figure 3 depicts the effect of retesting on the CDF of perfor-
mance. Visual inspection of Figure 3 (Panel A) indicates that
besides the global effect on all CDF percentiles (i.e., the entire
distribution shifted rightward), there was a tendency of a se-
lective effect on the slower (vs. faster) CDF percentiles. Sta-
tistical relationships were tested by comparing averages across
the three lower (vs. upper) CDF percentiles in compound,
which leads to a 2 � 2 GLM model (session: test vs. retest;
CDF: lower vs. upper percentile). Crucial is the interaction
effect on performance (F(1, 99) � 21.8, p � .001; partial �2 �
.18), indicating differentially larger retesting benefits for lower
(vs. upper) percentiles. This interaction effect was completely
abolished for the error-corrected measure of speed, both statis-
tically (F � 1.2, partial �2 � .00) and visually (Figure 3, Panel
B). Figure 4 displays a of the retesting effect, both for standard
and the error-corrected performance speed. A is obtained by
calculating the difference in mean performance speed as in-

Table 4
Results of the Experimental Effects of Session and Time-on-Task (TOT) on Performance

Source Speed Omission Commission

df F p �2 F p �2 F p �2

1. Session 1,99 292.7 .001 .75 26.3 .001 .21 5.6 .020 .05
2. TOT 1,99 41.4 .001 .30 5.1 .001 .05 1.6 .075 .02
3. Session � TOT 1,99 1.4 .246 .01 1.2 .290 .01 1.0 .477 .01

Note. N � 100; effect size: partial �2; experimental factors: session (1 vs. 2) and time-on-task (TOT: trials 1–14). Performance speed � number of items
worked through per trial (statistics for the error-corrected speed measure is identical and therefore not shown); omission error � number of passive errors
(targets missed) per trial; commission error � number of active errors (nontargets cancelled) per trial.
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duced by an experimental manipulation against the mean of the
experimental condition for each of the percentiles. By means of
this analysis, the effects of retesting can be evaluated relative to
the mean of level of performance (cf. De Jong, Liang, &
Lauber, 1994; Ridderinkhof, 2002; Steinborn, Langner, & Hue-
stegge, 2016). Note that provide a convenient simplification of
the relatively complex information present in the CDFs, and
thus serve to improve understanding, though the relationship
can also statistically be tested, yielding the same results as
argued above (cf. Schwarz & Miller, 2012; Steinborn & Hue-
stegge, 2016).

CRF Analysis

The CRF analysis was performed for both the measures of
performance speed and error-corrected performance speed (Fig-
ure 5, Panel A and B). By means of a generalized split-half
reliability model, we analyzed the within-session reliability as a
function of test length, separately for the first testing session
and the retesting session. By means of a test–retest reliability
model, we analyzed the between-session reliability as a func-
tion of test length (cf. Miller & Ulrich, 2013, for details
regarding theory and methodology). As becomes evident from

Figure 1. Error-corrected performance speed (number of items worked through minus number of errors
committed) as a function of the factors “session” (first vs. second testing) and “time on task” (rows 1–14) in the
d2 sustained-attention test. The error bars show the measurement uncertainty of the mean score for a confidence
interval range of 95% (Appendix Table A1 and A2).
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Figure 5, the same results were obtained for both measures.
Reliability globally increased with increasing test length. The
increase occurred in a monotonous fashion until an asymptotic
level is reached. The split-half reliability coefficient revealed a
high degree of internal stability, which is preserved with short
test length, both at the first and at the second testing session.
The test–retest reliability coefficient also revealed good reli-
ability, although this measure is more strongly affected by test
length. Notably, excellent test–retest reliability (r � .90) is
retained even with 50% of the test length. In sum, the results
revealed excellent psychometric characteristics of the d2 test’s
performance primary measures which also prevail under an
economic vantage point, similarly for the measures of standard
and error-corrected performance speed.

Discussion

What makes a performance speed test psychometrically reli-
able? According to classical test theory, the reliability of a test

is determined by the amount of true score variance relative to
error variance, and is known to increase with the number of
trials. Reliability places an upper limit on the correlations that
can be observed with other relevant measures, usually be taken
to examine aspects of construct and criterion validity. Unfor-
tunately, researchers involved in psychometric-test construction
issues arguably derive little benefit from such a purely statis-
tical perspective, except for the advice to lengthen the testing
time of their instruments to increase reliability. According to
Cronbach (1975), a psychologically substantiated view of reli-
ability must offer the possibility to theorize on particular cog-
nitive processes that might either tap into true-score variance or
error variance, respectively (cf. Ackerman, 1987; Bornstein,
2011; Kiesel et al., 2010). Cronbach (1975) conjectured that in
psychometric testing, true score variance might increase with
motivation on part of individuals being tested, and might also
increase with item characteristics as far as they are capable to
affect motivation. Further it should not be affected by extant
factors such as, for example, the way in which the pen is held
and used (residual component). Error variance, on the other
hand, should increase with any variable that adds coincidental
effects to the performance score, originating either from person-
specific (e.g., mindwandering) or situation-specific (e.g., dis-
turbances in the test procedure) sources.

Stability of Test Performance With Repeated Testing

According to Miller and Ulrich (2013), crucial to the under-
standing of what determines test reliability is to know how
situational preconditions reveal (ability-related) true-score vari-
ance, how demand characteristics evoke (task-related) true-
score variance, to determine factors that tap into residual vari-
ance, and to reduce the influence of any variable that produces
coincidental effects and thus increases error variance. Combin-
ing the experimental and the correlational approach to psycho-
metric testing (Pieters, 1983, 1985), we started out by examin-
ing experimental effects of repeated testing and time on task on
performance. The results revealed sensitivity to change in two
different ways, as we found an effect of both time on task (a
decrease within a session) and retesting (an increase between
sessions) on performance. The gains because of retesting on

Table 5
Retesting Effects of Different Performance Measures in the d2 Sustained-Attention Test

Source F p �p
2 Cohen dz CI (dz) Cohen d CI (d)

1. Speed 292.7 .001 .75 1.71 [1.72–1.74] .66 [.26–1.06]
2. SpeedC 413.1 .001 .81 2.03 [1.99–2.12] .76 [.36–1.17]
3. Error rate 37.2 .001 .27 .61 [.35–1.09] .44 [.04–.83]
4. Error (omission) 32.9 .001 .25 .57 [.31–1.05] .41 [.01–.80]
5. Error (comission) 19.9 .001 .17 .45 [.20–.87] .50 [.01–.90]
6. Variability (SD) 20.0 .001 .16 .45 [.23–.79] .53 [.13–.93]
7. Variability (CV) 43.1 .001 .30 .66 [.41–1.00] .67 [.27–1.08]
8. Max 60.0 .001 .39 .78 [.69–.89] .55 [.15–.95]
9. Min 138.3 .001 .58 1.18 [1.15–1.23] .76 [.35–1.16]

10. Range (%) 28.8 .001 .23 .54 [.31–.89] .60 [.20–1.00]

Note. N � 100, df (1,99); effect size: partial �2, Cohen dz for difference measures (including confidence intervals), and Cohen d (including confidence
intervals). CI � 95% confidence interval. SpeedC � error-corrected measure of speed defined as the average number of correctly cancelled items per row;
variability (CV) � coefficient of variation of performance speed; variability (SD) � reaction time standard deviation of performance speed. A description
of the computation for each of the presented performance measures is provided in Table 1.

Figure 2. Performance speed (number of items worked through, Panel A)
and accuracy (number of omission and commission errors, Panel B and C)
as a function of the factors “session” (first vs. second testing) and “time on
task” (rows 1–14) in the d2 sustained-attention test. The error bars show the
measurement uncertainty of the mean score for a confidence interval range
of 95%.
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performance speed were within the range of expectations (par-
tial �2 � .75; Cohen’s dz � 1.71) and seemed not to have
hampered measurement accuracy, because the observed retest-
reliability coefficient was exceptional (r � .93) for a test of
such short duration (Cronbach, 1975, pp. 190 –217). All these
effects were exactly similar for measures of standard perfor-
mance speed (as recommended by the handbook of the d2 test)
and error-corrected performance speed as an alternative mea-
sure (Tables 2, 3, and 5). This means that both indices are
indistinguishable with respect to test stability and reliability,
rendering any debate about preferred use of one or the other
measure unnecessary for the use in standard assessment situa-
tions (but see Footnote 3, for its use in dissimulation research).
Also, the previously hypothesized warm-up effect was not
found, since individuals were faster (yet somewhat more error-
prone) in the first trial than in the second (Figures 1 and 2),
rendering this issue of only minor importance.

We further examined effects of repeated testing on perfor-
mance variability by considering commonly accepted indices of
performance variability (SD, CV, range, etc.) as well as the

CDF of trials (cf. De Jong et al., 1994; Schweickert, Giorgini,
& Dzhafarov, 2000; Ulrich et al., 2007). By means of distribu-
tional analysis, we were able to more precisely characterize the
changes that might occur with retesting. Essentially, we exam-
ined whether the observed effects on average performance
speed originate from a global speed-up of all CDF percentiles or
from a selective speed-up of only the slowest CDF percentiles,
which would indicate a stabilization of performance (Langner
& Eickhoff, 2013; Steinborn & Huestegge, 2016; Steinborn,
Langner, & Huestegge, 2016). Although retesting essentially
affected all CDF percentiles to some degree, the effect was
more pronounced in the slower than in the faster percentiles of
the CDF. This becomes visually evident in Figure 3 (Panel A).
Yet, the selective effect was absent in the error-corrected CDF,
a pattern that is typically found in self-paced tests (Bertelson &
Joffe, 1963; Bills, 1931, 1935; Sanders & Hoogenboom, 1970;
Steinborn & Huestegge, 2016). It indicates that the error-
penalty effect is more pronounced in the slower (vs. faster)
CDF percentiles (Figures 4; Appendix Table A3), even though

Figure 3. Vincentized interpolated cumulative distributive functions (CDFs) of performance speed (number of
items worked through) as a function of the factor “session” (first vs. second testing) in the d2 sustained-attention
test, separately displayed for standard (Panel A) and error-corrected performance speed (Panel B). The error bars
show the measurement uncertainty of the mean score for a confidence interval range of 95% (Appendix Table
A3).
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it did not affect reliability (see Figure 5).1 One should always
bear in mind, however, that these findings hold only for the case
of repeated testing. Extensive training to the asymptote of
performance might produce an entirely different pattern, as very
extensive practice causes a transition from controlled informa-
tion processing to pure memory retrieval (Logan, 1988, 1992;
Rickard, Lau, & Pashler, 2008).

Given that extensive practice also changes the underlying
construct that is intended to be measured (e.g., Ackerman,
1987), we also evaluated a list of commonly used alternative
performance measures (that mostly tap into aspects of perfor-
mance variability) with respect to test–retest effects (cf. Table
5). Remind that most of these indices can already be refuted on
grounds of insufficient test reliability (see Table 3 and Appen-
dix Table A4), but for the sake of completeness, it still might be
useful to further characterize them with respect to practice
effects. The robustness of performance indices because of re-
peated testing and practice is an important requirement con-
cerning test validity, especially in applied contexts in which the
amount of prior test experience typically cannot be established.
With regard to performance speed, our results are about similar
to and in line with previous observations both under normal
(Flehmig, Steinborn, Langner, Scholz, et al., 2007; Hagemeis-
ter, 2007; Steinborn et al., 2008; Steinborn, Flehmig, et al.,
2009) and detrimental testing conditions produced by time on
task (Langner, Eickhoff, & Steinborn, 2011; Langner, Stein-
born, Chatterjee, Sturm, & Willmes, 2010) and prolonged
wakefulness (Bratzke, Rolke, Steinborn, & Ulrich, 2009;
Bratzke, Steinborn, Rolke, & Ulrich, 2012; Steinborn, Bratzke,
et al., 2010). With regard to types of errors, gains were ob-
served for both omission and commission errors, although one
should always consider the problems with leveraging effects of
low-probability events in psychometric testing of speeded per-
formance.2

Analysis of Test Reliability

Reliability is the top-priority issue in test-evaluation research
and its accurate determination places high demands on sample
quality and sets particularly high standards for evaluating reli-
ability coefficients (cf. Cronbach, 1975, pp. 190 –217; Jensen,
2006, pp. 55–74). A rigorous classification scheme (i.e., r �
.90 � high, r � .80 � sufficient, r � .80 � problematic) is
therefore needed. Our results revealed excellent reliability co-
efficients (r � .90) for average performance speed while error
rate was reliable only under some constraints (see Table 3 and
Appendix Table A4). While omission errors were still suffi-
ciently reliable (r � .80), commission errors were absolutely
unreliable (r � .05). And yet, despite the rigorous classification
scheme, the reliability of the omission-error score is still un-
usually high as compared with related findings (Brickenkamp,
1962, 1966; Hagemeister, 1994; Westhoff, 1985; Westhoff &
Lemme, 1988). Reliability problems related to error scores are
a well-known psychometric test-construction issue albeit woe-
fully neglected in applied-research contexts, resulting in an
increased risk of error scores being inadequately used and
interpreted, as is the case in many applied studies (e.g., Gropel
et al., 2014; Wetter, Wegge, Jonas, & Schmidt, 2012). It should
be noted once again that the lower reliability of error scores
naturally arises from its low occurrence probability, to be
overcome by lengthening a test (Miller & Ulrich, 2013; Stuss et
al., 1996; Ulrich & Miller, 1994). Hagemeister (1994) has
conducted a large number of studies on this subject, wondering
as to whether reliability might be increased to a tolerable degree
by lengthening the test. In one of her studies, participants were
administered four times with the d2 test, which yielded a
decrease in population-parameter skewness and consequently,
an increase of test reliability.

1 One reviewer wondered about the nature of errors in fast (vs. slow)
trials and about impulsivity (vs. overload) as potential underlying mecha-
nisms. We would like to give a short summary of findings from RT-based
(mental-chronometry) research: Whether errors in computerized serial
choice-RT experiments occur at fast or slow percentiles critically depends
on the response–stimulus interval. Given the RSI is constant, then the
following rule applies: First, with short RSIs (0–50 ms), or in self-paced
tasks (as is the d2 test), errors usually occur at the slower CDF percentiles
(thus, referred to as overload errors), whereas with somewhat longer RSIs
(500–750 ms), errors occur at the faster percentiles (thus, referred to as
impulsive errors). Second, overall error rate also increases toward longer
and thus more optimal (500–750 ms) RSIs but decreases again with further
lengthening of this interval. These issues are mostly addressed in the
literature on time-preparatory (foreperiod) effects and further reading can
be found there (Niemi & Näätänen, 1981; Ollman & Billington, 1972;
Posner, Klein, Summers, & Buggie, 1973; Steinborn & Langner, 2011,
2012; Steinborn, Langner, & Huestegge, 2016).

2 Response to reviewer comment: The trouble with error scores (and any
other low-probability events) in self-paced speed tests is that they cannot
accurately be predicted, because they entail a skewed sample distribution.
This directly results in low test–retest correlations. The reason for this is
that errors in speeded tests are (both theoretically conceptualized and
empirically found as) rare events and that substantial difficulties arise
connected with the unpredictability of low-probability events (Jentzsch &
Dudschig, 2009; Notebaert et al., 2009; Steinborn, Flehmig, Bratzke, &
Schröter, 2012). Transformation procedures to reduce skew might be
helpful (cf. Dunlap, Chen, & Greer, 1994), but one should always bear in
mind that the lack of reliability of error scores arises from their nature as
being rare events; thus, low predictability of error scores is a theoretical
prediction in self-paced speeded tests.

Figure 4. Delta plots of the test–retest effect, separately displayed for the
standard (Panel A) and error-corrected performance speed (Panel B). For
each percentile, the performance speed difference between the experimen-
tal conditions (test vs. retest) is plotted against the mean of the conditions
in that percentile. The error bars show the measurement uncertainty of the
mean score for a confidence interval range of 95%.
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As a further novel aspect, at least not found very often in
empirical research (Miller & Ulrich, 2013), we performed CRF
analysis to evaluate reliability as a function of test length (Lord
& Novick, 1968; Miller & Ulrich, 2013). As becomes evident
from Figure 5, the multiple split-half coefficient yielded excep-
tional values, indicating that internal stability of performance is
preserved across the test from the first to the last trial. Further,
the test–retest reliability coefficient increased empirically with
the length, exhibiting relatively low reliability (r � .83) when
only 10% of the test are considered but extraordinarily high
reliability (r � .93) when 100% of test length is considered. The
same results were notably obtained for both standard and error-
corrected performance measures. Crucially, it becomes also
evident from Figure 5 that sufficiently high reliability is already
obtained with 50% of the original test length. This might be
important news for researchers that usually use the d2 test for
purposes such as to establishing a workload (interference) con-
dition in memory-recall experiments (e.g., Engelkamp, Jahn, &
Seiler, 2003; Golly-Häring & Engelkamp, 2003; Jahn & En-
gelkamp, 2003), or for standard purposes such as population
screening or to globally determine participants’ cognitive abil-
ity (Strobach, Frensch, Muller, & Schubert, 2015; Strobach,
Frensch, & Schubert, 2012). Because the d2 test is one of the
most widely used instruments to assessing elementary cognitive
ability (Krumm et al., 2009, 2008), it might be particularly
appropriate whenever economic considerations are important.

The findings presented here might be important for practi-
tioners who use available psychometric tests such as the d2 test,
because of its convenience of providing recommendations for
scoring and interpreting performance. While indices of perfor-
mance speed are perfectly reliable (that is retained with even

half of the test length), the situation is less promising regarding
performance accuracy (though omission-error reliability was
unexpectedly high). Given the common opinion to treat indices
of performance speed and accuracy as equally important yet
distinct aspects of cognitive ability (e.g., Becker, Roth, An-
drich, & Margraf, 1999; Mayer et al., 2003; Mussweiler &
Strack, 2000), our results provide important implications re-
garding their proper use and interpretation. We argue that one
should always keep a close eye on matters of test reliability
connected with error scores when interpreting correlative rela-
tionships to respective validity criteria (cf. Hughes, Linck,
Bowles, Koeth, & Bunting, 2014). We further regard it advis-
able to consider errors in the d2 test a heterogeneous (not a
homogeneous) construct with different underlying sources. In
some sense, this holds for any Bourdon-like psychometric test,
that is, this suggestion applies to any cancellation test. Finally,
it is important to note that none of the widely used variability
measures reached sufficient test reliability. It holds for the case
of the d2 test of sustained-attention that these measures should
not be taken at all.

Practical Recommendations for Scoring Performance

How should performance measures of the d2 test of
sustained-attention be used by practitioners and researchers in
applied research fields? Given the widespread reputation of the
d2 test in Europe (cf. Schorr, 1995), this question is of partic-
ular importance. Handbook guidelines and common practice
suggest to exclude the first and last trials to improve test
reliability (Brickenkamp, 1962, 1966; Hagemeister, 1994;
Westhoff, 1985; Westhoff & Lemme, 1988). Further it consid-

Figure 5. Reliability of performance speed in the d2 test for the first and the second test administration
(multiple split-half reliability model) and for repeated test administration (retest reliability model). Data are
separately displayed for standard (Panel A) and error-corrected measures (Panel B).
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ers the work done per time unit to index information-processing
speed, the rate of errors committed to index diligence, and the
performance range to index persistence (i.e., the ability to keep
the system focused for a certain period of time). Moreover, a
variety of alternative measures are also in widespread use in
both clinical/neuropsychological and social-psychological re-
search (Bates & Lemay, 2004). Despite a widespread use,
however, a thorough investigation of basic psychometric prop-
erties has not yet taken place, whereby it remains uncertain
whether these measures might be used at all. Our study is aimed
to serve as a guideline for the selection of a specific perfor-
mance index that is of particular interest. Contrary to common
opinion, our results imply that excluding the first and the last
trial from the data does not improve (but decrease) test reli-
ability, whereby we recommend inclusion of all trials for per-
formance analysis. Further, while we certify excellent psycho-
metric quality for performance speed, we cannot thoroughly
recommend the use of error rate (%) to index diligence. Instead,
we suggest to treat error rate a tradeoff variable which might be
integrated into a compound measure of error-corrected speed.3

Finally, variability measures should not be used at all.
For practitioners working in clinical and neuropsychological

contexts, we recommend that performance speed (or error-
corrected speed, respectively) is the only measure eligible for
highly reliable assessment, and thus should be regarded as the
primary performance index. Whether to use the standard score
or the error-corrected score seems of minor importance, from
the perspective of reliability, because both indices revealed
similar psychometric quality and are therefore interchangeable
as evidenced from the experimental and the correlational anal-
yses. Errors might also be used as secondary (not primary)
performance dimension. For researchers in ergonomic contexts,
where transient states are induced via experimental conditions
(Hancock, Ross, & Szalma, 2007; Szalma & Hancock, 2011),
aspects of performance accuracy (i.e., errors of omission and
commission) and variability might serve as secondary aspects
besides performance speed, although caution is advised regard-
ing interpretations. Given the wide use of the d2 test as a
standard instrument to assess attentional efficiency (e.g.,
Kramer, Weger, & Sharma, 2013; Moore & Malinowski, 2009),
to globally characterize participants in a particular research
context such as cognitive aging (e.g., Getzmann, Wascher, &
Falkenstein, 2015; Strobach et al., 2015), as a distractor con-
dition in memory recall experiments (e.g., Engelkamp et al.,
2003; Golly-Häring & Engelkamp, 2003; Jahn & Engelkamp,
2003), or to indicate self-control depletion (e.g., Friese, Mess-
ner, & Schaffner, 2012; Gropel et al., 2014), these recommen-
dations should not be taken lightly in future studies.

While we provide guidance for the d2 test, this does not mean
we consider scores of performance accuracy or variability as
generally unreliable. For mathematical reasons, measures of
intraindividual variability can never reach the same degree of
reliability as compared with measures of central tendency, but
their reliability will certainly increase with increasing length of
a test. Although Stuss et al. (1996) could not identify any
advantage of long psychometric tests over short ones, as a result
of a comparative study of tests for detecting cognitive decline in
older adults, the actual advantage of long (over short) tests
might consist in the potential to bring forth a measure of

performance variability of sufficiently high reliability. Thus, an
evaluation of short versus longer test-versions of the d2 test
might be a promising field of subsequent research (cf. Hage-
meister, 1994, 2007; Westhoff, 1985; Westhoff & Lemme,
1988), and might be useful in practical and clinical contexts
whenever economic considerations are of only minor impor-
tance (Green, Chen, Helms, & Henze, 2011; Sturm, Willmes,
Orgass, & Hartje, 1997; Stuss et al., 2001). As already men-
tioned, error-score reliability is expected to increase with in-
creasing opportunity to commit errors (i.e., with test lengthen-
ing) and also to increase with time pressure (e.g., by natural
deadlines Los, Hoorn, Grin, & Van der Burg, 2013; Ruthruff,
Johnston, & Remington, 2009). Crucially however, one should
bear in mind that the construct underlying error scores will also
change accordingly.

Final Conclusion

The key contribution that this psychometric analysis delivers
covers three aspects, (a) knowledge in terms of novel, theoretically
important insights into the temporal dynamics of sustained-
attention performance, (b) methodology of design and research
logic within the framework of mental chronometry, (c) and ad-
vanced measurement technology to index test reliability. First,
despite prior studies, our results provide new knowledge since we
are the first to exactly determine the size of both within-session
(time-on-task effects) and between-session (test–retest effects)
temporal performance dynamics. Second, we provide a methodical
advancement to psychometric evaluation of speeded test perfor-
mance within the realm of mental chronometry. This includes the
goals of manipulating critical experimental variables and measur-
ing its effects by analyzing performance distributions instead of
only analyzing mean performance, which is a major advancement
to previous research in this domain. Third, we provide an advanced
approach to evaluate a test’s measurement accuracy by computing
CRF. As argued earlier, test–retest correlations of overall test
performance are not adequate to be used for comparison purposes
(e.g., Habekost, Petersen, & Vangkilde, 2014), if the to-be-
compared tests differ in length (Miller & Ulrich, 2013). The

3 One reviewer had questions regarding effects of instruction on omis-
sion and commission errors in the d2 test, which we would like to answer
here: Standard instructions (to either emphasize speed or accuracy) usually
affect omission errors (more misses with greater speed) but not commis-
sion errors. In fact, individuals do not tend to actively commit errors in the
d2 test (cf. Table 2). At the first sight, that may well seem surprising but
it actually lies in the nature of the Bourdon-test (scan, check, and cancel-
lation) principle. A strategy to emphasize speed (at the cost of accuracy)
implies faster scanning, cursory checking, and less frequent responding (so
costs incurred by additional, false-positive, and responses are avoided). A
strategy to emphasize accuracy, on the other hand, implies slower scan-
ning, and intense checking (so the increased discrimination time available
counteracts false-positive responding). Notably, the relation of the error
types are considered an indication of dissimulation. It is regarded useful in
applied clinical contexts, where individuals could be expected either to
feign (at least exaggerate) symptoms to receive therapeutic intervention, or
because rigidified expectations turned into a self-fulfilling prophecy (Bates
& Lemay, 2004; Brickenkamp, 1962; Hagemeister, 1994; Suhr & Wei,
2013; Wei & Suhr, 2015, for further reading). When student participants
are instructed (being a patient in a role playing game) to dissimulate poor
performance, then they usually exhibit unusually high numbers of com-
mission (not omission) errors.
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central message of our report to be delivered to the community
therefore is that test–retest correlations are not interpretable by
itself but must be evaluated as a function of test length.
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Appendix

Table A1
Descriptive Performance Data for the Time-on-Task (TOT) Effect in the d2 Sustained-Attention Test

TOT-level

Session 1 Session 2

Speed SpeedC Speed SpeedC

M SD M SD M SD M SD

1 37.94 6.74 36.23 6.36 42.27 5.00 41.39 5.01
2 35.88 6.13 34.81 6.06 39.55 5.70 38.89 5.58
3 37.95 6.13 37.00 5.97 41.11 5.40 40.55 5.28
4 35.31 6.32 34.12 6.04 38.52 6.19 37.82 6.09
5 37.36 6.25 36.26 6.06 40.14 5.61 39.39 5.52
6 37.70 6.07 36.78 6.03 40.84 5.28 40.08 5.26
7 34.88 6.50 33.41 6.23 38.21 5.51 37.29 5.45
8 36.39 5.85 35.43 5.67 39.05 5.50 38.43 5.41
9 36.95 6.66 36.03 6.40 40.58 5.15 39.97 5.04

10 30.88 5.90 32.62 5.54 37.76 5.67 36.99 5.66
11 35.93 5.96 34.89 5.54 39.19 5.90 38.57 5.77
12 36.21 6.03 35.14 5.91 39.30 5.71 38.80 5.78
13 33.35 6.23 32.13 5.74 37.23 5.90 36.50 5.85
14 34.96 6.28 33.73 5.75 38.75 5.44 37.79 5.70

Note. SpeedC � error-corrected measure of speed defined as the average number of correctly cancelled items per row. A description of the computation
for the presented performance measures is provided in Table 1.

Table A2
Descriptive Performance Data for the Time-on-Task (TOT) Effect in the d2 Sustained-Attention Test

TOT-level

Session 1 Session 2

Omission Commission Omission Commission

M SD M SD M SD M SD

1 1.64 1.80 .07 .33 .87 1.24 .01 .19
2 1.03 1.51 .04 .20 .64 1.23 .02 .14
3 .85 1.32 .10 .36 .56 .87 .00 .00
4 1.13 1.38 .06 .34 .86 1.17 .02 .14
5 1.06 1.67 .04 .19 .75 1.33 .00 .00
6 .86 1.26 .06 .28 .75 1.20 .01 .10
7 1.37 1.81 .10 .44 .91 1.31 .01 .10
8 .92 1.47 .04 .20 .61 1.11 .01 .10
9 .81 1.50 .11 .55 .59 .99 .02 .14

10 1.15 1.75 .11 .37 .73 1.09 .04 .20
11 1.03 1.60 .01 .10 .61 1.11 .01 .10
12 .98 1.52 .09 .53 .48 .86 .02 .14
13 1.16 1.74 .06 .28 .70 .99 .03 .22
14 1.20 1.86 .03 .30 .96 2.34 .00 .00

Note. A description of the computation for the presented performance measures is provided in Table 1.

(Appendix continues)
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Table A3
Descriptive Data for the Cumulative Distributive Function in the d2 Sustained-Attention Test

Percentile

Session 1 Session 2

CDF CDFC CDF CDFC

M SD M SD M SD M SD

.05 30.37 5.51 29.56 5.39 34.82 6.04 32.65 5.67

.15 32.70 5.52 31.78 5.37 36.67 5.65 35.54 5.61

.25 33.79 5.50 32.99 5.43 37.57 5.51 36.61 5.46

.35 34.66 5.56 33.93 5.33 38.37 5.24 37.45 5.31

.45 35.92 5.64 35.13 5.55 39.29 5.14 38.46 5.11

.55 36.50 5.70 35.58 5.56 39.85 5.18 39.00 5.08

.65 37.57 5.78 36.60 5.52 40.83 4.92 39.98 4.87

.75 38.24 5.75 37.30 5.42 41.34 4.79 40.58 4.76

.85 39.45 5.44 38.15 5.38 42.07 4.57 41.25 4.62

.95 41.27 5.12 39.75 5.28 43.74 3.93 42.99 3.98

Note. Values are taken from a vincentized interpolated cumulative distributive function (CDF) of performance speed. A detailed description is provided
in the Method section.

Table A4
Reliability Coefficients of Square-Root Transformed Error Scores and Intercorrelations with the Performance Measures in the d2
Sustained-Attention Test (Supplement in Addition to Table 3)

Session 1

Session 2 1 2 3 4 5 6 7 8 9 10

1. Speed — — .18 .18 .04 — — — — —
2. SpeedC — — �.04 �.04 .01 — — — — —
3. Error (%) .05 �.11 .75�� .99�� .19 .23� .12 .22� .07 .07
4. Error (omission) .06 �.10 �.99�� .75�� .11 .23� .12 .22� .07 .07
5. Error (comission) �.09 �.11 .14 .08 .28�� .08 .03 .07 .02 .00
6. Variability (SD) — — .14 .13 .25� — — — — —
7. Variability (CV) — — .09 .07 .22� — — — — —
8. Max — — .07 .08 �.03 — — — — —
9. Min — — �.03 �.01 �.17 — — — — —

10. Range — — .05 .04 .19 — — — — —

Note. Test–retest reliability is shown in the main diagonal (denoted grey); Correlation coefficients for the first testing session are shown above and for
the second testing session below the main diagonal. SpeedC � error-corrected measure of speed defined as the average number of correctly cancelled items
per row; variability (CV) � coefficient of variation of performance speed; variability (SD) � reaction time standard deviation of performance speed.
Significant correlations are denoted (N � 100. � for r � .21. p � .05. �� for r � .34. p � .01).
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